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Loss of human agency
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Google search = 

f(PageRank, 300+ other factors)



Algorithmic Discrimination
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Complex individuals reduced to 
simplistic binary stereotypes
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Use case for inferred intimate data
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Algorithm fairness – a wicked problem

This is not a technical problem – it is socio-technical

• Almost all applications involve some form of 
resource limitation (e.g. human attention)

• Fairness is culture and context dependent

• Values of users are often not explicitly specified
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Professional organizations moving to 
promote importance of ethics

• ACM Principles on Algorithmic Transpaceny and 
Accountability

• IEEE Global Initiative on Ethics of Autonomous and 
Intelligent systems

Development of (ethics) standards for algorithmic 
systems

• IEEE P70xx series of standards for ethical design

• ISO/IET Standards for AI
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How should algorithms be regulated? 

• Can industry self regulation through mechanism 
like standards provide the guarantees that are 
needed?

• What might the impact of national regulation of 
AI/algorithms be on trans-national online services?

• Should international bodies like the IGF or ITU set 
minimum requirements?
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