Amnesty International is a worldwide organisation committed to protecting human rights, including in the digital space. In our 2019 report “Surveillance Giants: How the business model of Google and Facebook threatens human rights”, we set out an analysis of the concentration of power in dominant online platforms and the impact of their surveillance-based business model on the exercise of human rights online.
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Amnesty International welcomes the European Commission putting forward legislative proposals to regulate digital services and digital markets. These measures have been eagerly awaited as there is a pressing need for a safer and more transparent online environment, where human rights are effectively protected, in particular in view of a few tech giants dominating and controlling the sphere. Given the two initiatives are intrinsically linked, this paper aims to address both.

KEY RECOMMENDATIONS

Amnesty International welcomes that the Digital Services Act (DSA) increases accountability of providers of online services, improves transparency of platforms’ practices and establishes clearer rules for content moderation. The fact that the DSA upholds the conditional liability exemptions and the prohibition of a general monitoring obligation to find illegal activity is equally welcome. Amnesty also supports the imposition of risk assessment and mitigation measures on very large online platforms to manage systemic risks.

However, Amnesty believes the proposed DSA does not go far enough in protecting people’s human rights and that it should be more ambitious to effectively protect them. In particular:

- The DSA should not delegate responsibility to companies as adjudicators of the substantive legality of content and consequently, intermediaries should not bear liability for failure to remove content of which they are not aware and which they have not modified absent a judicial order. The DSA’s provisions on notice and action mechanisms should clearly reflect this principle.
- Amnesty considers that the DSA should impose stricter limits on the targeting of online advertising based on the processing of personal data and urges the co-legislators to

4 Note that this sentence has been amended post-publication for further clarification.
consider restrictions on targeted advertising on the basis of invasive tracking practices, such as cross-site tracking and tracking based on sensitive data or other personal data that could lead to discriminatory outcomes.

- Amnesty welcomes the obligations imposed on very large online platforms (VLOPs) to address systemic risks stemming from the functioning and use made of their services but these obligations must go further and extend to compulsory and effective human rights due diligence in line with international human rights standards including the UN Guiding Principles on Business and Human Rights. VLOPs need to be required to take appropriate action not only to identify and mitigate, but also to cease and prevent any human rights abuses linked to their operations and underlying business model and be transparent about their efforts in this regard.

- To protect people’s privacy and to give them real choice and control, a profiling-free recommender system should not be an option but the norm. Therefore, algorithmic recommender systems used by online platforms shall not be based on profiling by default and must require an opt-in instead of an opt-out, with the consent for opting in meeting the requirements of the General Data Protection Regulation (GDPR) of being freely given, specific, informed and unambiguous.

With regard to the Digital Markets Act (DMA), Amnesty welcomes its focus on levelling the playing field and addressing the dominant role of gatekeepers over the online environment.

However, the DMA should put more focus on end-users and be more ambitious to allow competitors to the gatekeepers to emerge that offer more choice and better conditions to end-users. In particular:

- The DMA should affirm the principle that access to and use of essential digital services and infrastructure cannot be made conditional on ubiquitous surveillance and profiling. Gatekeepers must be prevented from making access to their service conditional on individuals “consenting” to the processing of their personal data for marketing or advertising purposes.

- The DMA should furthermore include obligations for cross-platform interoperability that would allow people to connect and communicate across core services and platforms without the need to sign up to the gatekeeper services, which would give a true chance for competitors to emerge with more human rights respecting and privacy-friendly terms compared to current gatekeepers.
BACKGROUND

The rise of social media and other online platforms has brought unprecedented global connectivity. Despite the real value of online platforms in enabling human rights online, the services come at a serious human rights cost. The increasing power of online platforms has led to a systemic erosion of the right to privacy in the digital space, and corresponding impacts on a range of other rights including non-discrimination, freedom of expression and opinion, and freedom of thought. It has become virtually impossible for users to engage in the digital world without being subject to ubiquitous corporate surveillance and intrusive profiling. Such practices are only increasing in breadth and depth in parallel with the erosion of any meaningful alternatives. As with all systems of surveillance, this has disproportionate impacts on marginalised groups, and exacerbates existing structural inequalities.

The impacts on human rights go hand in hand with the concentration of platform power generated and entrenched, among others, by network and lock-in effects, increased entry barriers, leveraging dominance in one sector to increase dominance in another, downranking the services offered by would-be competitors, and buying-off competitors. These corporate practices are characteristic of the gatekeeper platforms, such as Google and Facebook.

Any laws governing online content pose high risks of undermining freedom of opinion and expression and must be carefully crafted and implemented in line with human rights law and standards. It is therefore vital that the Digital Services Act Package addresses not only online content itself but also the root causes of the spread of disinformation and other harmful content – namely the dominance of Big Tech and their business models predicated on intrusive surveillance, profiling and manipulation at scale.

I. THE DIGITAL SERVICES ACT (DSA)

Amnesty welcomes that the DSA increases accountability of providers of online services, improves transparency of platforms’ practices and establishes clearer rules for content moderation. The fact that the DSA upholds the conditional liability exemptions and the prohibition of a general monitoring obligation to find illegal activity is equally welcome. Amnesty also supports the imposition of risk assessment and mitigation measures on very large online platforms to manage systemic risks. However, Amnesty believes the proposed DSA does not go far enough in protecting people’s human rights and that it should be more ambitious to effectively protect them.
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1. Content moderation

Why is this a human rights issue?

People rely on social media platforms to access information, interact and organise. These private actors are increasingly the arbiters of speech, regulating what is acceptable content on their platforms and deciding on content take-downs, suspension of accounts or on the banning of users from their platforms. Removing or disabling access to third-party content by providers of hosting services risks leading to undue restrictions of the right to freedom of expression with additional implications on other rights, such as the right to freedom of association. Even where complaint and redress mechanisms exist, these are accessible only after the content has been removed, which means the harm is already done and which imposes a burden on the user to remedy this harm.

Public actors can also unlawfully restrict content online, for instance by issuing removal orders in the name of combatting terrorism, extremism or hate speech, or simply defending traditional values, leading to further violations to free expression. Certain EU governments like Hungary, Poland, Romania and France, in the course of 2020, further pursued limitations to freedom of expression, mostly as a response to the COVID-19 pandemic, but even when this was not strictly required by the pandemic itself. This is a worrying sign of increasing authoritarian trends in Europe, which the EU institutions have struggled to effectively counter.

Furthermore, the size and scale of online platforms has fuelled amplification of abusive and hateful content, particularly targeting women, people of colour, LGBTI people and other groups. Amnesty’s work on online violence and abuse against women highlights how such conduct – and the failure of companies to address it – has the effect of silencing people, or driving them offline, rendering the enjoyment of the right to freedom of expression unequal in practice.

The particular risks for vulnerable or marginalised communities have also been highlighted by the former UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, who has raised concerns that company policies on hate, harassment and abuse, and on content that promotes terrorist acts or that incites to violence, are often vague and result in inconsistent policy enforcement that penalizes minorities while reinforcing the status of dominant or powerful groups.

The Special Rapporteur has also called for greater transparency and accountability in content moderation decisions and a commitment to remedy, so that individuals’ ability to use online
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platforms as forums for free expression, access to information and engagement in public life can be protected.\textsuperscript{13}

**What does the DSA propose?**

Article 12 requires providers of intermediary services to include in their terms and conditions information on any restrictions that they impose in relation to the use of their service in respect of information provided by users of the service. This must include information on content moderation policies, procedures, measures and tools, including algorithmic decision-making and human review. Providers of intermediary services are required to act in a diligent, objective and proportionate manner in applying and enforcing the restrictions, taking into account fundamental rights.

Article 14 sets out rules on notice and action mechanisms. These require hosting service providers to put in place mechanisms to allow individuals or entities to notify them of the presence of content on their services that they consider to be illegal. These mechanisms need to facilitate sufficiently precise and adequately substantiated notices that allow a diligent economic operator to identify the illegality of the content in question. The notices furthermore need to contain certain elements such as an explanation of the reasons why the content is considered illegal, an indication of the electronic location of the content and information on the individual or entity submitting the notice.

Notices containing the required elements are considered to give rise to actual knowledge or awareness under Article 5, meaning the provider may lose their liability exemption unless they act expeditiously to remove or disable access to the illegal content.

**What is Amnesty calling for?**

Notice and action mechanisms like those in the DSA represent a shift from the traditional adjudication of free expression and censorship questions from the judiciary to private companies. While this reflects an acknowledgment of the practical difficulties in managing the high number of cases within national courts, it nonetheless carries serious implications for human rights. It remains questionable whether private companies are the best placed to decide on the legal or illegal nature of online content. This doubt is reinforced by the fact that illegal content is not defined in the DSA and captures any content that is illegal under EU or national law, ranging from terrorist content, child sexual abuse material, hate speech to intellectual property rights and consumer protection infringements.

As called for by the former UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, States “should avoid delegating responsibility to companies as adjudicators of content, which empowers corporate judgment over human rights values to the detriment of users”.\textsuperscript{14} In this regard, the DSA must uphold the principle that


intermediaries should not be required to substantively evaluate the legality of third-party content, in line with the Manila Principles on Intermediary Liability.\textsuperscript{15}

Furthermore, the fact that a notice gives rise to actual knowledge or awareness and thus risks taking away the liability exemption means that platforms are likely to act in a precautionary way to over-remove content, so as not to incur liability and to avoid being held accountable. Intermediaries should not bear liability for failure to remove content of which they are not aware and which they have not modified absent a judicial order and the provisions of the DSA on notice and action mechanisms should clearly reflect this principle\textsuperscript{16}.

Finally, the DSA's content moderation provisions must keep human rights at their centre and include rules for intermediaries to more closely engage with digital rights organizations, further supporting transparency and accountability.

### 2. Online advertising

**Why is this a human rights issue?**

Amnesty International considers current targeted advertising practices that rely on indiscriminate corporate surveillance and profiling to be inherently incompatible with human rights and data protection principles established in the General Data Protection Regulation (GDPR) and the Charter of Fundamental Rights of the European Union. One of the main purposes of the GDPR is to give people control over their personal data, but the current online advertising ecosystem does exactly the opposite, taking people's control away. And once control is lost, it cannot easily be regained, and people have essentially been forced to sign away their fundamental rights.

Many of the big tech companies make the vast majority of their revenue through digital advertising, which comes at the price of enormous privacy invasions. Indeed, the way today's online ecosystem works incentivises collections of vast amounts of personal data and gives those who hold the most data a competitive advantage. But it should not be forgotten that our personal data is not a tradeable commodity that can be exchanged like money or other goods.\textsuperscript{17} The only way to de-incentivise such abusive data collection is to set clear regulatory limits on it. Power over personal data cannot be a unique selling proposition for any commercial actor.

The surveillance-based business model of big tech companies like Google and Facebook needs our attention to survive and competes for it fiercely. In fact, this attention-grabbing machinery, fuelled by the business model, is at the source of many of the problems today's internet faces. Any engagement online means more eyeballs, which in turn means more advertising revenue. Therefore, these companies are incentivised to use any means to increase views, clicks, likes and shares, which leads to the amplification of online disinformation, polarisation and advocacy of hatred, given that sensationalist and extreme content is the fastest way to success in the form

\textsuperscript{15} https://manilaprinciples.org/.

\textsuperscript{16} Note that this sentence has been amended post-publication for further clarification.

\textsuperscript{17} Guidelines 2/2019 on the processing of personal data under Article 6(1)(b) GDPR in the context of the provision of online services to data subjects, version 2.0, 8 October 2019.
of advertising revenue.\(^{18}\) The role of social media platforms’ business model, based on micro-targeted advertising, in the spread and amplification of hate speech and radicalisation has also been recognized by the European Parliament in its resolution on strengthening media freedom.\(^{19}\)

What does the DSA propose?

Article 24 imposes advertising transparency obligations on online platforms. In particular, the platforms need to enable users to identify ads as such as well as the natural or legal person on whose behalf the advertising is displayed. Furthermore, platforms are required to provide “meaningful information about the main parameters used to determine the recipient to whom the advertisement is displayed”. Additionally, Article 36 provides for the possibility to draw up codes of conduct at EU level between online platforms and other relevant service providers to contribute to further transparency in online advertising.

Despite calls from the European Parliament,\(^{20}\) the DSA does not include rules to regulate more strictly the targeting of ads based on the processing of personal data.

What is Amnesty calling for?

The internet needs to become a healthier place where human rights and dignity are fully preserved and that does not allow harmful content to flourish. There should no longer be an incentive to collect such vast amounts of personal data.

Amnesty International considers that the DSA should impose stricter limits on the targeting of online advertising and not restrict itself to increased transparency requirements. It is an illusion to believe the digital economy would not work without the current model of ads being targeted based on aggressive data harvesting and profiling. In fact, evidence indicates that contextual advertising can be more profitable for publishers and at the same time perform better than ads driven by personal data.\(^{21}\)
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In this context, Amnesty welcomes the calls from the European Parliament\(^\text{22}\) and the European Data Protection Supervisor\(^\text{23}\) to regulate advertising “more strictly in favour of less intrusive forms of advertising that do not require any tracking of user interaction with content” and urges the co-legislators to consider restrictions on targeted advertising on the basis of invasive tracking. At a minimum, such restrictions should end the use of cross-site tracking, prohibit the use for ad targeting of special categories of data listed under Article 9 of the GDPR and prohibit further uses of personal data that could expose people to discrimination (e.g. data inferring a person’s social or financial situation or mood). The DSA should also put in place greater limitations on the use of data for targeted advertising by the very large online platforms (VLOPs), given these platforms have control over large troves of data and data infrastructure with corresponding high risks of human rights harms. Ideally, the information ad targeting relies on should shift towards more general parameters, such as the user’s current device language, approximate geographic area, and the context in which an ad is shown.

Furthermore, Amnesty International regrets that the DSA’s advertising transparency provisions do not go much further than existing rules established in EU legislation, which already require ads to be identifiable as such and to disclose the person behind those ads.\(^\text{24}\) Additionally, the requirement to provide “meaningful information about the main parameters used to determine the recipient to whom the advertisement is displayed” does not give sufficient insight to individuals to determine and fully understand why they have been targeted by a certain ad. For this purpose, detailed parameters need to be disclosed, such as online interactions relied upon (clicks, likes, shares, posts etc.), interests deducted and the specific information that was processed to reach these deductions. Even though, as a primary and preferred goal, targeting possibilities should be strictly limited, at the very least, Amnesty calls for the obligatory disclosure by all online platforms of detailed targeting parameters to ensure full transparency and truly meaningful information to people on the use that has been made of their personal data.

3. Obligations imposed on very large online platforms (VLOPs)
   a) Systemic risks

**Why is this a human rights issue?**

The technology companies behind the very large online platforms (VLOPs) have acquired an unprecedented degree of concentrated power over modern societies and economies, driven by


\(^{23}\) European Data Protection Supervisor, Opinion 1/2021 on the Proposal for a Digital Services Act, 10 February 2021.

\(^{24}\) See for instance Article 6 of Directive 2000/31/EC and Article 9 of Directive 2010/13/EU.
their ability to leverage their dominant control over data infrastructure. Indeed, a few very large platforms act as gatekeepers to information online, facilitate public debate, contribute to shaping public opinion, but also drive content that can fuel polarization, extremism, and online disinformation, enabled by recommender algorithms and ad-driven business models. In particular two companies have established near total control over the primary channels that most people rely on to engage with the digital world and the global “public square”, a position that was largely facilitated by their surveillance-based business model.

The size and scale of the platforms and their dominance over our lives greatly heightens the risk of harms linked to their operations and underlying business model, and as such the VLOPs pose systemic risks to human rights. These risks such as the amplification and spread of hateful content and disinformation prevent people from fully enjoying and exercising their human rights, such as the rights to freedom of expression and freedom of thought. The surveillance-based business model of some of the VLOPs has also fundamentally undermined the right to privacy, with a range of knock on effects on other rights. The awareness and fear of being constantly tracked creates chilling effects that impede people from expressing themselves freely and alters their behaviour. The risks are further aggravated when data are accessed by third parties, such as insurers, employers or even governments. People belonging to racial or ethnic minorities or anyone else who belongs to a “different” group from those in positions of privilege or power (e.g. LGBTI) are particularly affected and at risk.

What does the DSA propose?

Article 25 defines very large online platforms (VLOPs) as those which provide their services to at least 45 million average monthly active recipients of the service in the EU. Article 26 requires these VLOPs to identify, analyse and assess any significant systemic risks arising from the “functioning and use made of their services”, including:

- the dissemination of illegal content through their services;
- any negative effects on fundamental rights to private and family life, freedom of expression and information, the prohibition of discrimination and the rights of the child;
- intentional manipulation of their service, such as by inauthentic use or automated exploitation, with negative effects on public health, minors, civic discourse, electoral processes and public security;

These risk assessments shall take into account how content moderation, recommender systems and advertising practices influence these risks.

Article 27 requires VLOPs to put in place reasonable, proportionate and effective risk mitigation measures, such as adapting content moderation or recommender systems, limiting the display

25 Paul Nemitz, Principal Adviser in the European Commission (writing in his personal capacity), Constitutional democracy and technology in the age of artificial intelligence, October 2018. The analysis refers to the power of Google, Facebook, Microsoft, Apple and Amazon.
of ads, initiating or adjusting cooperation with trusted flaggers or with other online platforms through codes of conduct and crisis protocols.

The European Board for Digital Services shall publish yearly reports on the identification and assessment of the most prominent and recurrent systemic risks and include best practices to mitigate the risks identified.

What is Amnesty calling for?

Amnesty welcomes the greater obligations imposed on VLOPs to address systemic risks stemming from the functioning and use made of their services, and in particular the need to assess and mitigate any negative effects on fundamental rights to respect for privacy, freedom of expression, non-discrimination and the right of the child.

However, these obligations must go further and extend to compulsory and effective human rights due diligence requiring the VLOPs’ to identify, cease, prevent, mitigate, monitor and account for their impacts on any human rights, in line with international standards including the UN Guiding Principles on Business and Human Rights. The introduction of rules for mandatory corporate environmental and human rights due diligence is also what the European Commission has committed to, as part of a Sustainable Corporate Governance initiative, and which has recently been supported by the European Parliament.26

As part of due diligence, VLOPs need to be required to take appropriate action not only to mitigate, but also to cease and prevent any human rights abuses linked to their operations and underlying business model, and be transparent about their efforts in this regard. Unfortunately, given the size, reach and dominance of the VLOPs, the mitigation measures currently indicated in the proposal will be insufficient to address the depth and scale of their human rights impacts. In particular, the proposal should make clear that where VLOPs’ core data-driven operations inherently undermine human rights, the companies must curtail these practices and find ways to transition to a rights-respecting business model.

VLOPs must also put in place measures to ensure that during the development and deployment of algorithmic systems, the algorithms do not disproportionately undermine the rights of any group in society, particularly marginalised communities. For this purpose, VLOPs need to consult with relevant stakeholders in an inclusive manner, including affected groups, organizations that work on human rights, equality and discrimination, as well as independent human rights and machine learning experts.27

Finally, remedies need to be in place in case breaches occur, which, where appropriate, could include operational-level grievance mechanisms that are accessible directly to individuals and
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communities who are adversely impacted. In this context, remedies should be carved out more clearly with an out-of-court dispute settlement available for any topics falling under the scope of the Regulation (e.g. online advertising, recommender systems, intentional manipulation of services). The scope of remedies should also account for the inherently collective nature of algorithmic harms linked to the VLOPs that impact large groups of people at scale.

b) Audits

Why is this a human rights issue?
Companies need to be held liable for human rights harms linked to their algorithmic systems or if they fail to carry out meaningful due diligence and regulators must have powers to oversee their practices, including the application and impact of algorithmic systems. Independent third-party audits will help bring clarity and transparency into the opacity of platforms' systems and algorithmic processes and hold companies accountable for human rights abuses.

What does the DSA propose?
Article 28 requires VLOPs to be subject, at their own expense, to a yearly audit to assess compliance with their due diligence obligations under the DSA and with any commitments undertaken pursuant to codes of conduct and crisis protocols. This audit shall be performed by an organisation that is independent from the VLOP, with proven expertise in the area of risk management, technical competence and capabilities as well as proven objectivity and professional ethics.

What is Amnesty calling for?
Amnesty welcomes the obligation for VLOPs to be subject to a yearly audit by an organisation that is independent from the VLOP, with proven expertise in the area of risk management, technical competence as well as proven objectivity and professional ethics.

However, the mentioned criteria are not enough to ensure the auditor is truly independent as the VLOP still has a large margin to choose the auditor to their liking, which raises serious questions as to their true objectivity and independence. For an auditor to be actually independent, the choice cannot be left to the platform, but should instead be designated or certified by a third party, e.g. the Digital Services Coordinator.

c) Recommender systems

Why is this a human rights issue?
Algorithmic recommender systems facilitate access to information while ranking, prioritising and amplifying certain messages. They are responsible for what kind of content people see in their social media feeds, they stimulate public discourse and impact people’s ability to retrieve and interact with information online.

Recommender systems play an important role in the ad-driven business model of today’s main online platforms, aiming at keeping people’s attention fixed on the platform for as long as possible so that they can be shown more ads and thus generate more revenue. These algorithms feed on people’s personal data and online behaviour over time, profiling and manipulating them...
by presenting people content as being the most “relevant”, while being determined to maximise revenues.\textsuperscript{28}

As algorithmic recommender systems are designed to maximise ad revenues, they promote divisive and scandalising content that is more likely to attract users’ attention and keep them engaged, fuelling online disinformation, incitement to violence and racial discrimination.

As demonstrated, these practices are harmful to a myriad of human rights, such as the rights to privacy, non-discrimination, freedom of expression and freedom of thought, particularly when applied at the scale of the VLOPs.

What does the DSA propose?

Article 29 requires VLOPs to clearly set out in their terms and conditions the main parameters used in their recommender systems “as well as any options for the recipients of the service to modify or influence those main parameters that they may have made available, including at least one option which is not based on profiling”.

What is Amnesty calling for?

Amnesty supports more transparency, choice and control for users of online platforms with regard to opaque recommender systems. Transparency is a core element of human rights due diligence, ensuring that companies “know and show” that they respect human rights, where showing “involves communication, providing a measure of transparency and accountability to individuals or groups who may be impacted and to other relevant stakeholders.”\textsuperscript{29}

However, the obligation to have at least one option which is not based on profiling does little to go beyond requirements already well-established in the GDPR. To protect people’s privacy and to give them real choice and control, a profiling-free recommender system should not be an option but the norm. Therefore, recommender systems shall not be based on profiling by default and must require an opt-in instead of an opt-out, with the consent for opting meeting the requirements of the GDPR of being freely given, specific, informed and unambiguous.

Furthermore, the proposed transparency obligations on recommender systems are too vague, limiting themselves to the requirement to disclose the “main parameters used” in the platforms’ terms and conditions. The latter tend to be lengthy and legalistic documents, which makes it difficult for people to find and understand the relevant information buried therein. Transparency requirements need to be strengthened to disclose detailed parameters for the public to understand how information is presented and prioritised, and how their data is used to drive these systems. These parameters need to be made available to users in an easily comprehensible and accessible manner, which requires these to be made available in a place separate to the terms and conditions.

\textbf{d) Advertising repositories}


\textsuperscript{29} UNGPs, Commentary to Principle 21.
Why is this a human rights issue?

The topic of online advertising was discussed in section 2, where the human rights harms linked to the advertising-driven business model that some of the big tech companies rely on were elaborated in detail. While Amnesty maintains that current online advertising practices based on pervasive tracking are inherently incompatible with human rights, increasing transparency is a first step to shedding light into opaque algorithmic systems and profiling techniques and to eventually give people more choice and control over the content (including advertised content) they are confronted with online.

What does the DSA propose?

Article 30 sets out the obligation for VLOPs to compile and make publicly available through APIs their ads in repositories until one year after the ad was displayed for the last time. The repositories have to contain information i) on the content of the ad; ii) the natural or legal person on whose behalf it was displayed; iii) the period during which it ran; iv) whether the ad was intended to be displayed specifically to one or more particular groups of people and if so, the main targeting parameters used for that purpose; and v) the total number of people reached and aggregate numbers for the group of people to whom the ad was targeted specifically.

What is Amnesty calling for?

Amnesty welcomes any efforts to provide people with more transparency about the content, including advertised content, presented to them online, however regrets the lack of ambition of the proposal with regard to advertising repositories. The proposal obliges VLOPs to compile and make publicly available their ads in repositories with information such as the content of the ad, on whose behalf it was displayed, the period it ran and the main targeting parameters. More detailed targeting criteria must be made available to ensure meaningful information is provided that enables an understanding of how people were targeted. Additionally, exclusion criteria must be disclosed in order to detect discriminatory practices, i.e. whether one or more particular groups were excluded from the advertisement.

e) Access to data

Why is this a human rights issue?

Transparency entails not only providing adequate information to individuals who use the services of the VLOPs, but also enabling third parties to scrutinise and assess the functioning of the platforms and their underlying algorithmic systems. On the one hand, providing regulators and researchers access to platform data contributes to shedding light into opaque algorithmic black boxes and to holding platforms more accountable. A better understanding of the systemic risks can also help alter the course and prevent and halt future harms. On the other hand, such access to data can raise risks to the right to privacy, as the Cambridge Analytica scandal demonstrated,
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where personal data of 87 million Facebook users was misused, relying on data initially collected for academic research.\(^3\)

**What does the DSA propose?**

Article 31 requires VLOPs to provide the Digital Services Coordinator or the European Commission upon their reasoned request access to data that are necessary to monitor and assess compliance with the DSA. Upon reasoned request by the Digital Services Coordinator or the European Commission, VLOPs also have to give access to vetted researchers to conduct research that contributes to the identification and understanding of systemic risks. To be vetted, researchers have to be affiliated with academic institutions, be independent from commercial interests, have proven expertise as well as commit and be in a capacity to preserve specific data security and confidentiality requirements.

The provisions of the DSA do not specify what kind of data VLOPs should give access to and could potentially also extend to personal data.

**What is Amnesty calling for?**

Amnesty supports enhanced access to platform data for regulators as well as for independent researchers, journalists, academics and civil society to conduct research into systemic risks. However, Amnesty urges caution that such access to data might lead to further privacy abuses. Any data access must fully ensure the respect of the right to privacy and the confidentiality of communications and be in line with users’ legitimate expectations.

The DSA needs to clearly specify the types of data independent researchers can access. As a rule, data access shall be limited to non-personal and anonymised data. Access to personal data can only take place in exceptional circumstances and must be limited to the absolute necessary, given the high degree of intrusion into people’s private lives and the potentially sensitive nature of the data. In this case, a data protection impact assessment needs to be mandated and the DSA must put in place appropriate safeguards.

4. **Enforcement in the DSA**

**Why is this a human rights issue?**

To be effective, the new responsibilities and obligations imposed on online intermediaries must be accompanied by a strong enforcement mechanism. As experience with the GDPR has shown, even if there is a robust legal framework in place, breaches of the rules will persist if these rules are not enforced and sanctioned.\(^3\) Without proper enforcement and without effectively tackling and putting an end to infringements of the rules, harms to human rights that the DSA aims to prevent will continue to exist.

**What does the DSA propose?**
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\(^3\) Amnesty International, *Surveillance Giants.*

Article 38 provides for a system of enforcement principally based on one or more competent authorities at national level with one of those authorities designated as Digital Services Coordinator. Article 39 requires the Digital Services Coordinators to perform their tasks in an impartial, transparent and timely manner and to act with complete independence. According to Article 40, jurisdiction lies with the member state in which the main establishment of the provider of intermediary services is located. For VLOPs, the DSA establishes a system of enhanced supervision in its Section 3 with the possibility for the European Commission to intervene in or initiate proceedings. In this regard, the Commission has a set of powers, such as to request information, conduct on-site inspections, order interim measures, adopt non-compliance decisions and impose fines on the VLOPs.

What is Amnesty calling for?

The Digital Services Coordinators must regularly engage in consultation and dialogue with relevant stakeholders, including civil society and representatives of marginalised groups\(^33\) and be adequately resourced, independent and given enough authority to meaningfully hold powerful technology companies to account. Online platforms must be held liable, which includes the imposition of effective and dissuasive sanctions, when they have caused or contributed to human rights harms, or when they have failed to carry out human rights due diligence. Amnesty welcomes the possibility for the European Commission to step in as an enforcement and oversight body, which may help ensure the rules are effectively enforced and alleviate the problem of enforcement depending on a single national regulator, which might be overburdened with cases and under-resourced to tackle them.

II. THE DIGITAL MARKETS ACT (DMA)

Amnesty International welcomes the DMA’s focus on levelling the playing field and addressing the dominant role of gatekeepers over the online environment. However, Amnesty believes the DMA should put more focus on end-users and be more ambitious to allow competitors to the gatekeepers to emerge that offer more choice and better conditions to end-users.

1. Combination of data and profiling

Why is this a human rights issue?

Companies such as Google and Facebook make their services conditional upon ubiquitous surveillance of their users, from search preferences to location tracking, which provides them extensive powers to exploit individual vulnerabilities.\(^34\) This is achieved by creating lock-in effects, which discourage users from selecting privacy-friendly alternatives to surveillance-based business models.

The dominance of the gatekeeper platforms means in practice people have become reliant on their services to facilitate the enjoyment of rights such as freedom of expression, the rights of

\(^{33}\) Council of Europe, Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on the human rights impacts of algorithmic systems, April 2020, Preamble para. 5.

\(^{34}\) Amnesty International, Surveillance Giants.
peaceful assembly and association.\textsuperscript{35} This has created a paradoxical situation where for people to exercise their rights in the digital age, they are forced to accede to a business model that inherently undermines their human rights. This false choice and its impact on people’s rights was recognised by Germany’s federal court in a ruling on Facebook and antitrust, in a case that has now been referred to the European Court of Justice.\textsuperscript{36}

What does the DMA propose?

Article 5(a) prohibits gatekeepers from combining personal data from core platform services with other sources or from signing in end-users to different gatekeeper services in order to combine personal data, unless the end-user has been presented with the specific choice and consents.

Article 13 obliges gatekeepers to annually submit to the Commission “an independently audited description of any techniques for profiling of consumers that the gatekeeper applies to or across its core platform services”.

What is Amnesty calling for?

The prohibition to combine personal data from different sources or to sign in users to different gatekeeper services unless the user has provided consent raises strong doubts as to whether such consent will truly meet the GDPR’s requirements of being freely given, specific, informed and unambiguous. Current practice has shown that breaches of basic GDPR obligations are common and difficult to rectify once they occur with lengthy legal proceedings.\textsuperscript{37}

With regard to the DMA’s provision on an audit of profiling\textsuperscript{38} techniques, Amnesty opposes intrusive profiling that relies on ubiquitous surveillance as such practices are inherently incompatible with a range of human rights (such as privacy and data protection, non-discrimination, freedom of expression and thought).

The DMA should affirm the principle that access to and use of essential digital services and infrastructure cannot be made conditional on ubiquitous surveillance and profiling. Gatekeepers must be prevented from making access to their service conditional on individuals “consenting” to the processing of their data for marketing or advertising purposes. Such practices are already contrary to requirements set out in the GDPR, and subject to ongoing legal challenge.\textsuperscript{39} Even

\textsuperscript{35} “In the digital age, the exercise of the rights of peaceful assembly and association has become largely dependent on business enterprises, whose legal obligations, policies, technical standards, financial models and algorithms can affect these freedoms.” Clément Nyaletsossi Voule, Special Rapporteur on the rights to freedom of peaceful assembly and of association.


\textsuperscript{37} noyb, GDPR: noyb.eu filed four complaints over “forced consent” against Google, Instagram, WhatsApp and Facebook, May 2018.

\textsuperscript{38} The term “profiling” under the DMA should have the same meaning as “profiling” defined in Article 4(4) of the GDPR and a specific reference in this regard should be added to the proposal.

\textsuperscript{39} noyb, GDPR: noyb.eu filed four complaints over “forced consent” against Google, Instagram, WhatsApp and Facebook, May 2018.
though Amnesty favours strict limitations to profiling practices, at the very least, the audited
description of profiling practices should be further specified and include the data which was
relied on to create the profile, the purpose(s) and uses of the profiling and specify how data
protection principles were complied with including which safeguards were applied.

2. Interoperability

Why is this a human rights issue?

The fact that a few companies dominate the market and act as gatekeepers to the internet and
to information allows these companies to impose any, including detrimental, terms of service
upon their users. If people want to make use of digital services and exercise their human rights
online, such as the right to freedom of expression and freedom of association, they effectively
have no choice but to agree to being surveilled, controlled and manipulated by tech companies,
thereby signing away their human rights, above all, the right to privacy.

Mandatory requirements for interoperability imposed on gatekeepers are crucial to limit the risks
of user lock-in and the network effects that tie users to one dominant platform. Such
requirements would allow the development of a more open and pluralistic environment and the
emergence of alternative platforms with more user-friendly terms.

What does the DMA propose?

The DMA includes in its Articles 5 and 6 a list of positive obligations and prohibited practices
for gatekeepers. The majority of these obligations are focussed on creating better conditions for
competition at the business users' level, rather than on creating better conditions for alternative
platforms to emerge that give end-users more choice between platforms.

With regard to interoperability requirements, Article 6 prohibits gatekeepers from technically
restricting the ability of end-users to switch between and subscribe to different software
applications and services to be accessed using the operating system of the gatekeeper. It
furthermore obliges gatekeepers to allow business users and providers of ancillary services
access to and interoperability with the same operating system, hardware of software features
that are available or used in the provision by the gatekeeper of any ancillary services. There is
also an obligation to provide effective portability of data generated through the activity of a
business user or end-user. However, there is no interoperability obligation that would enable
platforms to interoperate with gatekeeper's core services, allowing for communication across
platforms.

What is Amnesty calling for?

Amnesty regrets the DMA does not include obligations for cross-platform interoperability that
would allow people to connect and communicate across core services and platforms without the
need to sign up to the gatekeeper services\textsuperscript{40}. Interoperability implemented at the EU-level would

ensure that users can move between platforms while upholding their ability to communicate with members of their networks. Strong interoperability requirements would give a true chance for competitors to gatekeepers to emerge, which would enable users to benefit from increased competition and give them a genuine choice between different core platform services. Such competing platforms could distinguish themselves from gatekeepers by providing users with alternatives to surveillance, by offering privacy-friendly terms and better protection of their rights.
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1. EXECUTIVE SUMMARY

The internet has revolutionised our world on a scale not seen since the invention of electricity. Over half of the world’s population now relies on the web to read the news, message a loved one, find a job, or seek answers to an urgent question. It has opened social and economic opportunities at a scale and speed that few imagined fifty years ago.

Recognising this shift, it is now firmly acknowledged that access to the internet is vital to enable the enjoyment of human rights. For more than 4 billion people, the internet has become central to how they communicate, learn, participate in the economy, and organise socially and politically.

Yet when these billions participate in life online, most of them rely heavily on the services of just two corporations. Two companies control the primary channels that people rely on to engage with the internet. They provide services so integral that it is difficult to imagine the internet without them.

Facebook is the world’s dominant social media company. If you combine users of its social platform, its messenger services, WhatsApp and Messenger, and applications such as Instagram, a third of humans on Earth use a Facebook-owned service every day. Facebook sets terms for much of human connection in the digital age.

A second company, Google, occupies an even larger share of the online world. Search engines are a crucial source of information; Google accounts for around ninety percent of global search engine use. Its browser, Chrome, is the world’s dominant web browser. Its video platform, YouTube, is the world’s second largest search engine as well as the world’s largest video platform. Google’s mobile operating system, Android, underpins the vast majority of the world’s smartphones.

Android’s dominance is particularly important because smartphones have replaced the desktop computer as the primary way people access and use the internet. Smartphones reveal information about us beyond our online browsing habits—such as our physical travel patterns and our location. They often contain thousands of intimate emails and text messages, photographs, contacts, and calendar entries.

Google and Facebook have helped to connect the world and provided crucial services to billions. To participate meaningfully in today’s economy and society, and to realise their human rights, people rely on access to the internet—and the tools Google and Facebook offer.

But despite the real value of the services they provide, Google and Facebook’s platforms come at a systemic cost. The companies’ surveillance-based business model forces people to make a Faustian bargain, whereby they are only able to enjoy their human rights online by submitting to a system predicated on human rights abuse. Firstly, an assault on the right to privacy on an unprecedented scale, and then a series of knock-on effects that pose a serious risk to a range of other rights, from freedom of expression and opinion, to freedom of thought and the right to non-discrimination.
This isn’t the internet people signed up for. When Google and Facebook were first starting out two decades ago, both companies had radically different business models that did not depend on ubiquitous surveillance. The gradual erosion of privacy at the hands of Google and Facebook is a direct result of the companies establishing dominant market power and control over the global “public square”.

In Chapter 1, ‘the Business of Surveillance’, this report sets out how the surveillance-based business model works: Google and Facebook offer services to billions of people without asking them to pay a financial fee. Instead, citizens pay for the services with their intimate personal data. After collecting this data, Google and Facebook use it to analyse people, aggregate them into groups, and to make predictions about their interests, characteristics, and ultimately behaviour - primarily so they can use these insights to generate advertising revenue.

This surveillance machinery reaches well beyond the Google search bar or the Facebook platform itself. People are tracked across the web, through the apps on their phones, and in the physical world as well, as they go about their day-to-day affairs.

These two companies collect extensive data on what we search; where we go; who we talk to; what we say; what we read; and, through the analysis made possible by computing advances, have the power to infer what our moods, ethnicities, sexual orientation, political opinions, and vulnerabilities may be. Some of these categories—including characteristics protected under human rights law—are made available to others for the purpose of targeting internet users with advertisements and other information.

In Chapter 2, ‘Assault on Privacy’, we set out how this ubiquitous surveillance has undermined the very essence of the right to privacy. Not only does it represent an intrusion into billions of people’s private lives that can never be necessary or proportionate, but the companies have conditioned access to their services on “consenting” to processing and sharing of their personal data for marketing and advertising, directly countering the right to decide when and how our personal data can be shared with others. Finally, the companies’ use of algorithmic systems to create and infer detailed profiles on people interferes with our ability to shape our own identities within a private sphere.

Advertisers were the original beneficiaries of these insights, but once created, the companies’ data vaults served as an irresistible temptation for governments as well. This is for a simple reason: Google and Facebook achieved a degree of data extraction from their billions of users that would have been intolerable had governments carried it out directly. Both companies have stood up to states’ efforts to obtain information on their users; nevertheless, the opportunity to access such data has created a powerful disincentive for governments to regulate corporate surveillance.

The abuse of privacy that is core to Facebook and Google’s surveillance-based business model is starkly demonstrated by the companies’ long history of privacy scandals. Despite the companies’ assurances over their commitment to privacy, it is difficult not to see these numerous privacy infringements as part of the normal functioning of their business, rather than aberrations.

In Chapter 3, ‘Data Analytics at Scale: Human Rights Risks Beyond Privacy’, we look at how Google and Facebook’s platforms rely not only on extracting vast amounts of people’s data, but on drawing further insight and information from that data using sophisticated algorithmic systems. These systems are designed to find the best way to achieve outcomes in the companies’ interests, including finely-tuned ad targeting and delivery, and behavioural nudges that keep people engaged on the platforms. As a result, people’s data, once aggregated, boomerangs back on them in a host of unforeseen ways.

These algorithmic systems have been shown to have a range of knock-on effects that pose a serious threat to people’s rights, including freedom of expression and opinion, freedom of thought, and the right to equality and non-discrimination. These risks are greatly heightened by the size and reach of Google and Facebook’s platforms, enabling human rights harm at a population scale. Moreover,
systems that rely on complex data analytics can be opaque even to computer scientists, let alone the billions of people whose data is being processed.

The Cambridge Analytica scandal, in which data from 87 million people’s Facebook profiles were harvested and used to micro-target and manipulate people for political campaigning purposes, opened the world’s eyes to the capabilities such platforms possess to influence people at scale – and the risk that they could be abused by other actors. However, although shocking, the incident was the tip of the iceberg, stemming from the very same model of data extraction and analysis inherent to both Facebook and Google’s business.

Finally, in Chapter 4, ‘Concentration of Power Obstructs Accountability’, we show how vast data reserves and powerful computational capabilities have made Google and Facebook two of the most valuable and powerful companies in the world today. Google’s market capitalization is more than twice the GDP of Ireland (both companies’ European headquarters); Facebook’s is larger by a third. The companies’ business model has helped concentrate their power, including financial clout, political influence, and the ability to shape the digital experience of billions of people, leading to an unprecedented asymmetry of knowledge between the companies and internet users – as scholar Shoshana Zuboff states “They know everything about us; we know almost nothing about them.”

This concentrated power goes hand in hand with the human rights impacts of the business model and has created an accountability gap in which it is difficult for governments to hold the companies to account, or for individuals who are affected to access justice.

Governments have an obligation to protect people from human rights abuses by corporations. But for the past two decades, technology companies have been largely left to self-regulate – in 2013, former Google CEO Eric Schmidt described the online world as “the world’s largest ungoverned space”. However, regulators and national authorities across various jurisdictions have begun to take a more confrontational approach to the concentrated power of Google and Facebook—investigating the companies for competition violations, issuing fines for infringing Europe’s General Data Protection Regulation (GDPR), or introducing new tax regimes for big technology companies.

Businesses have a responsibility to respect human rights in the context of their business operations that requires them to carry out “human rights due diligence” to identify and address their human rights impacts. Google and Facebook have established policies and processes to address their impacts on privacy and freedom of expression – but evidently, given that their surveillance-based business model undermines the very essence of the right to privacy and poses a serious risk to a range of other rights, the companies are not taking a holistic approach, nor are they questioning whether their current business models themselves can be compliant with their responsibility to respect human rights.

Amnesty International gave both Google and Facebook an opportunity to respond to the findings of this report in advance of publication. Facebook’s letter in response is appended in the annex below. Amnesty International had a conversation with senior Google staff, who subsequently provided information around its relevant policies and practices. Both responses are incorporated throughout the report.

Ultimately, it is now evident that the era of self-regulation in the tech sector is coming to an end: further state-based regulation will be necessary, but it is vital that whatever form future regulation of the technology sector takes, governments follow a human rights-based approach. In the short-term, there is an immediate need for stronger enforcement of existing regulation. Governments must take positive steps to reduce the harms of the surveillance-based business model— to adopt digital public policies that have the objective of universal access and enjoyment of human rights at their core, to reduce or eliminate pervasive private surveillance, and to enact reforms, including structural ones, sufficient to restore confidence and trust in the internet.
1. THE BUSINESS OF SURVEILLANCE

“We don’t monetize the things we create...we monetize users.”

Andy Rubin, co-founder of Android, 2013

Every time we interact with the online world, we leave behind a data trace, a digital record of our activity. When we send an email, the content of the message, the time it was sent, who it was sent to, from where, and a host of other information, is recorded and stored in servers and data centres. A similar process happens when we browse the internet, use an app on our phone, or buy something with a credit card. As more and more aspects of our lives are carried out online, and more and more devices, services and infrastructure are connected to the internet - from cars to toasters to factories - the volume of data logged is continuing to grow exponentially.

In part, the creation of these data trails is simply a by-product of the functioning of computational technology, which relies on processing digital information. But technology companies have long since known the importance of data, finding that this ‘data exhaust’ is in fact an extremely valuable resource of information. Often data is described as “the new oil”, and while this analogy is flawed, it is certainly the case that Big Tech firms have replaced Big Oil as the world’s most valuable companies. The mass harvesting and monetisation of data – primarily for the purpose of advertising – has meant that surveillance has become the “business model of the internet”.

‘Data’ can also sound like an abstract, intangible concept. But simply put, data includes raw facts about our lives and our behaviours, and when processed and organised increasingly reveals a huge amount about our innermost thoughts, behaviours and identities. The protection of personal data has long been recognised as being of fundamental importance to our enjoyment of our right to privacy, a right which in turn protects a space in which we freely express our identity. Unwarranted and undue interference with our personal data is an intrusion into our private lives. It also threatens our ability to freely and independently develop and express thoughts and ideas and leaves us vulnerable to outside influence and control.

This report outlines the human rights implications of the surveillance-based business model that underpins the internet, with a focus on two companies – Google and Facebook. Firstly, this chapter sets out how two companies have pioneered a business model that is predicated on harvesting, analysing and profiting from people’s data, often described as “surveillance capitalism”. In doing so they have between them established near-total dominance over the primary channels through which people connect and engage with the online world, and access and share information online, making them gatekeepers to the “public square” for much of humanity. This gives them unprecedented corporate power to affect the enjoyment of human rights.

THE BUSINESS MODEL OF GOOGLE AND FACEBOOK

The services provided by Google and Facebook derive revenue from the accumulation and analysis of data about people. Instead of charging a fee for their products or services, these businesses require anyone who wishes to use them to give up their personal data instead.

Facebook and Google (a subsidiary of holding company Alphabet Inc) are multinational conglomerates, and as such their operations vary significantly across a wide array of subsidiaries, products and services. However, both companies share the same core business model, namely to:

---

2. See for example, Bernard Marr, Here’s Why Data Is Not The New Oil, Forbes, 5 March 2018; Jocelyn Goldfein, Ivy Nguyen, Data is Not the New Oil, Tech Crunch, 27 March 2018


5. S and Marper v UK, Applications nos. 30562/04 and 30566/04, European Court of Human Rights, 4 December 2008; and in General Comment 16 on the right to privacy (HRI/GEN/1/Rev.9 (Vol. I), the Human Rights Committee (HR Committee) states that “[t]he gathering and holding of personal information on computers, data banks and other devices, whether by public authorities or private individuals or bodies, must be regulated by law. Effective measures have to be taken by States to ensure that information concerning a person’s private life does not reach the hands of persons who are not authorized by law to receive, process and use it, and is never used for purposes incompatible with the Covenant.” (para.10)

6. HR Committee, Coenel and Aunir v the Netherlands (1994), Communication No453/1991, para. 10.2


8. Facebook states that its business is not driven by the collection of data about people, and data collection is not an end in itself for the company, but that Facebook is supported through the sale of advertising. See Annex below.
a. develop digital products and services that people find useful and then collect extensive data about people who use or interact with these platforms. However, as outlined in Section 2 below, this includes not only people signed up to their platforms but anyone who encounters the companies’ pervasive data tracking across the web.

b. use algorithmic systems to analyse this vast amount of aggregated data, assign detailed profiles to individuals and groups, and predict people’s interests and behaviour;

c. sell access to the information to anyone who wishes to target a defined group of people. The primary aim of the companies’ business is to sell advertising placements enabling marketers and advertisers to target people online.\(^9\) Importantly, the companies do not sell personal data itself.

Google and Facebook’s total revenues come almost entirely from advertising, at 84% and 98% respectively.\(^10\) Their information is so attractive to advertisers that the two companies are often described as having a “duopoly” over the market in online advertising.\(^11\) But it isn’t “just ads”: the information in their data vaults – as well as the computational insights that Google and Facebook derive from that data – is of intense interest to a host of actors, from companies who set insurance rates to law enforcement agencies.

The rise of “Big Data” and continuous tracking of people’s lives online has created a “golden age of surveillance” for states, providing authorities access to detailed information on people’s activities that would have been unthinkable in the pre-digital age.\(^12\) At the same time, the surveillance-based business model of Google and Facebook has thrived from a largely hands-off approach to the regulation of the technology industry in key countries such as the United States of America (USA), the companies’ home state (see section 4 below).\(^13\) As such, since at least 2001, both public and private surveillance have rapidly expanded in parallel.\(^14\)

### DOMINANT POWER OF GOOGLE AND FACEBOOK

The data ecosystem is vast and complex, and composed of an inter-connected network of many different actors across sectors. Among the ‘Big Five’ tech companies – typically identified as Facebook, Amazon, Apple, Microsoft, and Alphabet’s Google – Amazon and Microsoft have to a degree also adopted a version of the business model outlined above.\(^15\) Amazon also dominates the world of e-commerce, and Amazon and Microsoft are the world’s leading providers of cloud infrastructure, hosting much of the world’s data on their servers.\(^16\) Beyond the well-known brands, there is an extensive network of companies that generate revenue through exploiting data, including ‘data brokers’ that accumulate and trade data from a variety of sources, and the ‘ad-tech’ industry that provides
the analytics and tools behind digital advertising.\textsuperscript{17} Telecoms companies have also pivoted towards adopting targeted advertising technology. Increasingly, companies across a whole range of industries have adopted similar data-driven business models.

However, Google and Facebook, have unparalleled power over people’s lives online through having established control over the primary channels that most of the world relies on to engage with the internet. Google and Facebook, and the various companies they own such as YouTube and WhatsApp, mediate the ways people seek and share information, engage in debate, and participate in society. The companies’ platforms have become fundamental to the modern world and how people interact with each other.

There are some exceptions across different countries, most notably China. The Chinese government operates an internet “firewall,” a technical set of controls that determine what applications Chinese users can access and which websites they can see, that sets it apart from the wider internet economy – and enables the government to maintain a repressive internet censorship and surveillance regime.\textsuperscript{18} This means China has a largely separate ecosystem of Chinese internet services, with WeChat and Weibo serving many of the functions of Facebook, and Baidu as the leading search engine in place of Google.

Outside of China, the dominance of Google and Facebook is starkly evident in each of the following areas:

- **Social media:** Facebook dominates social media, with 2.45 billion active users on its main platform each month, accounting for around 70% of social media users, dwarfing its closest rivals.\textsuperscript{19}

- **Messaging:** WhatsApp, the messaging app owned by Facebook, together with Facebook Messenger, account for 75% market share in mobile messaging outside China.\textsuperscript{20}

- **Search:** Google is by far and away the dominant search engine, with over 90% of all internet searches conducted through Google’s platforms.\textsuperscript{21} Its corporate name is a synonym for search.

- **Video:** Google-owned YouTube is the second biggest search engine in the world and the world’s largest video platform.\textsuperscript{22}

- **Web browsing:** Google Chrome is the world’s dominant browser—making Google the gateway to the entire web.\textsuperscript{23}

- **Mobile platforms:** Google’s Android is the world’s biggest mobile operating system.\textsuperscript{24} There are over 2.5 billion monthly active Android devices.\textsuperscript{25} This makes Google a constant presence on the single most revealing object in a modern person’s life - the smartphone.

\begin{itemize}
  \item \textsuperscript{17} Privacy International, How do data companies get our data? 25 May 2018 https://privacyinternational.org/feature/2048/how-do-data-companies-get-our-data
  \item \textsuperscript{19} Facebook, Company Info, citing user stats as of 30 September 2019; StatCounter, Social Media Stats Worldwide, Oct 2018 - Oct 2019 https://gs.statcounter.com/social-media-stats
  \item \textsuperscript{20} Statista, Most popular global mobile messenger apps 2019, as of July 2019 https://www.statista.com/statistics/258749/most-popular-global-mobile-messenger-apps/.
  \item \textsuperscript{21} Visual Capitalist, This Chart Reveals Google’s True Dominance Over the Web, April 2018 https://www.visualcapitalist.com/this-chart-reveals-gogles-true-dominance-over-the-web/
  \item \textsuperscript{22} Mushroom Networks, YouTube: The 2nd Largest Search Engine, 2018 https://www.mushroomnetworks.com/infographics/youtube—\textsuperscript{22}the-2nd-largest-search-engine-infographic/.
  \item \textsuperscript{24} StatCounter, Mobile Operating System Market Share Worldwide, October 2018- October 2019 https://gs.statcounter.com/os-market-share/mobile/worldwide
  \item \textsuperscript{25} VentureBeat, Android passes 2.5 billion monthly active devices, May 2019 https://venturebeat.com/2019/05/07/android-passes-2-5-billion-monthly-active-devices/.
\end{itemize}
• **Advertising:** Together, Google and Facebook account for more than 60% of online ad revenues worldwide, as well as 90% of growth in the digital ad market.

The power of Google and Facebook over the core platforms of the internet poses unique risks for human rights, as explained in the subsequent sections. As the statistics above show, for most people it is simply not feasible to use the internet while avoiding all Google and Facebook services. The dominant internet platforms are no longer ‘optional’ in many societies, and using them is a necessary part of participating in modern life.

**DATA EXTRACTION AND ACCUMULATION**

As we have seen, the business model of Google and Facebook is predicated first and foremost on the extraction and accumulation of vast amounts of data about people. The companies are not only collecting our data, but they are using that data to infer and create new information about us. The platforms are underpinned by state-of-the-art artificial intelligence (AI) and machine learning tools which can infer incredibly detailed characteristics about people and aggregate them into highly specific groupings.

To increase their revenue from advertisers, Google and Facebook compete to offer the best predictions about the most people. To achieve this, they need to expand their data vaults and refine their predictive algorithms. This incentivises the companies to seek more data on more people to expand their operations across the internet, into physical space and, ultimately, across the globe.

This expansionist approach to data extraction takes several forms. Firstly, the companies collect and store extensive data about people. For instance, as a default Google stores search history across all of an individual’s devices, information on every app and extension they use, and all of their YouTube history, while Facebook collects data about people even if they don’t have a Facebook account.

Originally, any data that was created as a by-product of providing an internet service was seen as waste or ‘data exhaust’; the discovery that this data in fact revealed significant behavioural insights – and so could be monetised – was a key step in the development of Google and Facebook’s surveillance-based business model. This discovery was coupled with the rapid reduction in the cost of storing data, meaning that companies became able to grow their data vaults as a default practice.

Google and Facebook’s surveillance-based business model also incentivises “datafication” – rendering into data many aspects of the world that have never been quantified before. As such,
The Internet of Things can be described as an expanding network of devices connected via the internet, from smart fridges to smart heating systems, allowing them to communicate to users and developers, applications and each other through collecting and exchanging data from their monitored environment.

Increasingly, data extraction is also stretching to public spaces through ‘smart city’ infrastructure designed to collect data throughout an urban area. Facebook is even developing technology that would enable tracking the inside of the human brain.

The companies also continuously seek to expand to new international markets (see box below). The starkest example involves Facebook’s ‘free’ internet service, Free Basics, in which Facebook partners with mobile operators in over 65 countries to bring people online. In several countries in the Global South, Free Basics is the internet. An example of Google’s expansion drive is Project Dragonfly, the company’s attempt to re-enter China’s search market - and access data on more than 800 million internet users - until protests by its own employees and human rights groups forced it to terminate the programme.

Both Facebook and Google have sought to expand their reach in developing countries in the Global South. These emerging markets present Facebook and Google with lucrative opportunities for growth, largely through the potential for expanded access to data.

The Free Basics service is another way in which Facebook can collect masses of data from people in developing countries. According to a recent UN report, “For advertising platforms, such as Google and Facebook, more (local) data would mean opportunities for providing better, targeted advertising...With Facebook’s Free Basics, traffic is effectively channelled through a portal, reflecting the reliance of Facebook’s business model on a more closed platform.” In its response to this report (see Annex), Facebook asserts that “Free Basics does not store information about the things people do or the content they view within any third-party app.”

HARVESTING DATA IN THE GLOBAL SOUTH

Both Facebook and Google have sought to expand their reach in developing countries in the Global South. These emerging markets present Facebook and Google with lucrative opportunities for growth, largely through the potential for expanded access to data.

The Free Basics service is another way in which Facebook can collect masses of data from people in developing countries. According to a recent UN report, “For advertising platforms, such as Google and Facebook, more (local) data would mean opportunities for providing better, targeted advertising...With Facebook’s Free Basics, traffic is effectively channelled through a portal, reflecting the reliance of Facebook’s business model on a more closed platform.” In its response to this report (see Annex), Facebook asserts that “Free Basics does not store information about the things people do or the content they view within any third-party app.”

35. The Internet of Things can be described as an expanding network of devices connected via the internet, from smart fridges to smart heating systems, allowing them to communicate to users and developers, applications and each other through collecting and exchanging data from their monitored environment.

36. CNet, Google calls Nest's hidden microphone an 'error', February 2019


38. TechCrunch, Facebook is exploring brain control for AR wearables, July 2019 https://techcrunch.com/2019/07/30/facebook-is-exploring-brain-control-for-ar-wearables/

39. Those in the developing world who can afford to pay for internet service are overwhelmingly likely to be using an Android phone, putting them also under Google’s surveillance.

40. China Internet Watch, China internet users snapshot 2019, April 2019, citing number of Chinese internet users as of December 2018. Leaked comments by Google’s search engine chief Ben Gomes made clear that the Dragonfly project was part of the company’s “Next Billion Users” initiative to expand its user base globally. See Ryan Gallagher, Leaked Transcript Of Private Meeting Contradicts Google's Official Story On China, The Intercept, 9 October 2018

41. Amnesty International, Google must fully commit to never censor search in China, July 2019

42. Wired, Facebook and Google's race to connect the world is heating up, 26 July 2018, https://www.wired.co.uk/article/google-project-loon-balloon-facebook-aquila-internet-africa

According to the Free Basics Privacy Policy, however, they do collect data on use of third-party services to help offer more personalized services, and store information about the services accessed – along with users phone numbers – for ninety days. Free Basics is presented by Facebook as a philanthropic initiative providing an “onramp to the broader internet” for those in the global south who would otherwise lack internet access, Free Basics instead appears to be an “onramp” for increasing data mining in the Global South.

An investigation by Privacy International found that a low-cost mobile phone produced for the Philippines market and using Google’s Android operating system lacked adequate security, particularly through the apps pre-installed by the manufacturer, exposing users’ data to potential exploitation by scammers, political parties and government agencies. Users in the Global South, for whom such cheaper devices may be the only way to access the internet, are potentially therefore additionally vulnerable to mass surveillance and exploitative data practices.

Google and Facebook are also expanding into new areas that extend the reach of their data collection. Facebook is leading the establishment of a new global cryptocurrency, Libra, a decision which prompted a group of data protection regulators from around the world to raise privacy concerns around combining vast reserves of personal information with financial information. Meanwhile, Google’s access to patient data from the UK’s National Health Service, first by its DeepMind subsidiary and now directly through its Health division, has been an ongoing source of controversy over the risk that such data could be merged with Google’s data vaults. Google also recently acquired fitness tracking company Fitbit, giving it access to one of the world’s largest databases of activity, exercise and sleep data.

The drive to expand their data vaults also incentivises the companies to merge and aggregate data across their different platforms, in turn enhancing the platform’s power and dominance. In 2012, Google introduced a sweeping change to its privacy policy allowing the company to combine data across its services, prompting a backlash among privacy advocates and regulators. Similarly, when Facebook acquired WhatsApp in 2014, it made public assurances that it would keep the services separate; however, in 2016 the company introduced a controversial privacy policy change allowing it to share data between the two services, including for ad-targeting. Subsequent investigations by

---

44. Facebook, Privacy on Free Basics; at: https://www.facebook.com/legal/internet.org_fbsterms. According to the policy: “In order to make all of this work, we receive and store some limited information - the domain or name of the Third-party Service accessed through Free Basics and the amount of data (e.g. megabytes) used when you access or use that service. This information also helps us improve and personalise your Free Basics experience by enabling us to provide “Most Used” services for easy access. We store this information together with your phone number for only 90 days, after which it is aggregated or otherwise de-identified.”

45. Facebook Free Basics https://connectivity.fb.com/free-basics/


UBIQUITOUS SURVEILLANCE

The wholesale nature of data collection on the internet has been described by cybersecurity expert Bruce Schneier as “ubiquitous surveillance”.

In practice, this means people are constantly tracked when they go about their day-to-day affairs online, and increasingly in the physical world as well.

The surveillance reaches well beyond the information which users provide when engaging with Google and Facebook, such as email addresses, date of birth and phone numbers, to include location, search history, and app use.

Google and Facebook are the primary trackers of online browsing activity, including search terms, which websites are visited, and from what location. For example, Google collects data via tracking built into the Chrome browser and Android operating system, through any websites that use Google Analytics, and via AdSense, its ubiquitous ad-serving software. Traditionally, Facebook data tracking occurred whenever anybody visits a website containing a Facebook plugin such as the ‘Like’ button or the ‘Share’ button, or a hidden piece of code called the Facebook Pixel. In 2018, Facebook stated that “the Like button appeared on 8.4M websites, the Share button appeared on 931K websites, and there were 2.2M Facebook Pixels installed on websites” – and Facebook receives information whenever anybody visits these sites.

In Facebook’s response to this report (see Annex), they clarify that “other than for security purposes and guarding against fraud, Facebook no longer stores data from social plugins (such as the Like Button) with user or device identifiers.” However, Facebook’s Data Policy makes clear that the company at least still receives such data: “Advertisers, app developers and publishers can send us information through Facebook Business Tools that they use, including our social plugins…These partners provide information about your activities off Facebook…whether or not you have a Facebook account or are logged in to Facebook.”

Smart phones are increasingly the primary way that people connect to the internet, and offer a rich source of data, including location data as well as data from all the apps and services the phone offers.

---


54. Schneier 2015, p 38


56. Facebook Data Policy, https://www.facebook.com/policy.php. Facebook’s cookie policy also states that “We may place cookies on your computer or device, and receive information stored in cookies, when you use or visit… Websites and apps provided by other companies that use the Facebook Products…Facebook uses cookies and receives information when you visit those sites and apps, including device information and information about your activity, without any further action from you. This occurs whether or not you have a Facebook account or are logged in.” https://www.facebook.com/policies/cookies

The vast majority of smart phones use Google’s Android operating system - one study found that an idle Android phone sent Google 900 data points over the course of 24 hours, including location data. Sensorvault, Google’s database of location data from Android phones, includes “detailed location records involving at least hundreds of millions of devices worldwide and dating back nearly a decade.” Facebook also tracks users on Android through its apps, including logging people’s call and SMS history - although the company has stated it only does so with user consent. Furthermore, other Android apps also share data with Facebook.

Importantly, the information collected by Facebook and Google includes not only data itself but metadata, or “data about data”. This includes for example email recipients, location records, and the timestamp on emails and photos. The growing use of end-to-end encryption for messaging, for example on WhatsApp, means nowadays even the companies themselves are often unable to access the content of communications. However, it is well recognised that metadata constitutes “information that is no less sensitive, having regard to the right to privacy, than the actual content of communications.” The Office of the UN High Commissioner for Human Rights (OHCHR) has recognised that when analysed and aggregated, metadata “may give an insight into an individual’s behaviour, social relationship, private preference and identity that go beyond even that conveyed by accessing the content of a communication.”

Moreover, while the content of data is very revealing when targeting an individual or small group of people, when harvested at the scale of Facebook and Google, metadata in fact is far more valuable, enabling complex analytics to predict patterns of behaviour at a population scale and potentially could be used to infer sensitive information about a person, such as their sexual identity, political views, personality traits, or sexual orientation using sophisticated algorithmic models. These inferences can be derived regardless of the data provided by the user and they often control how individuals are viewed and evaluated by third parties: for example, in the past third parties have used such data to control who sees rental ads and to decide on eligibility for loans.

61. Privacy International, How Apps on Android Share Data with Facebook, December 2018. The study found that 61 percent of apps tested automatically transfer data to Facebook the moment a user opens the app; subsequently, a number of apps ended the practice. https://privacyinternational.org/appdata
64. This is the reason why WhatsApp is immensely valuable. Unlike Facebook’s other platforms, there is no advertising on WhatsApp, and because of end-to-end encryption Facebook cannot access the content of the messages on the platform, but it provides Facebook with a trove of data – including location information, contact lists, and metadata on more than 65 billion messages per day.
65. Privacy International, Examples of Data Points Used in Profiling, April 2018, https://privacyinternational.org/sites/default/files/2018-04/data20points%20used%20n%20tracking_D.pdf; Facebook states that it does not infer people’s sexual identity, personality traits, or sexual orientation - see Annex below.
66. Julia Angwin, Ariana Tobin and Madeleine Varner, Facebook (Still) Letting Housing Advertisers Exclude Users by Race, ProPublica, November 2017. In March 2019, Facebook announced restrictions to targeting options for housing, employment, or credit ads in the USA as part of a settlement with civil right organisations.
BUSINESS AND HUMAN RIGHTS

Under international human rights law, states are the primary duty bearers of human rights and have a duty to protect against right abuses by third parties like corporations. The Human Rights Council has affirmed that the same rights people have offline must also be protected online, and that states should create and maintain an “enabling online environment” for the enjoyment of human rights.68

Companies have a responsibility to respect all human rights that exists independently of a state’s ability or willingness to fulfill its own human rights obligations, and also exists over and above compliance with national laws and regulations.69 Standards on business and human rights, like the UN Guiding Principles on Business and Human Rights, establish “global standard[s] of expected conduct” that apply throughout a company’s operations.70

As part of fulfilling this responsibility, companies need to have a policy commitment to respect human rights, and take ongoing, pro-active and reactive steps to ensure that they do not cause or contribute to human rights abuses – a process called human rights due diligence. Human rights due diligence requires companies to identify human rights impacts linked to their operations (both potential and actual), take effective action to prevent and mitigate against them, and be transparent about their efforts in this regard. This includes addressing high-level risks of adverse human rights impacts prevalent within a sector because of characteristics of that sector.71

70. Guiding Principles, principle 11
71. OECD Due Diligence Guidance For Responsible Business Conduct, Section II, 2.1, Annex Question 22
2. ASSAULT ON PRIVACY

“We know where you are. We know where you’ve been. We can more or less know what you’re thinking about”.
Eric Schmidt, former Google CEO, 2010\(^2\)

Privacy advocates have been voicing criticism of Google and Facebook for years, and over the past two decades the companies have faced multiple privacy scandals related to their use of personal data. Nevertheless, the companies have continued to expand the scope and depth of their data extraction and processing, creating the current architecture of surveillance outlined above.

In 2010 Facebook CEO Mark Zuckerberg famously declared that social media had changed privacy “as a social norm”. In fact, the rise of digital technologies has made privacy an even more important right in the modern world; but Google and Facebook’s business model undermines the very essence of the right to privacy itself.

Facebook has made clear that it “strongly disagrees” with the characterisation of its business model as “surveillance-based”, arguing that the use of its products is entirely voluntary and therefore different from involuntary government surveillance as envisaged under the right to privacy. However, it is well established in international human rights law that the right to privacy must be guaranteed against arbitrary interferences “whether they emanate from State authorities or from natural or legal persons [such as corporations].” This section outlines how Google and Facebook’s current business is fundamentally incompatible with this right.

THE SURVEILLANCE-BASED BUSINESS MODEL AND THE RIGHT TO PRIVACY

The right to privacy provides that no one should be subject to “arbitrary or unlawful interference” with their privacy, family, home or correspondence, and this should be protected by law. The Human Rights Committee has long recognised that such protection includes regulating “the gathering and holding of personal information on computers, data banks and other devices, whether by public authorities or private individuals or bodies.”

The scope of privacy has always evolved in response to societal change, particularly new technological developments. The OHCHR has stated that “[p]rivacy can be considered as the presumption that individuals should have an area of autonomous development, interaction and liberty, a ‘private sphere’ with or without interaction with others, free from State intervention and from excessive unsolicited intervention by other uninvited individuals.” This encompasses three inter-related concepts: the freedom from intrusion into our private lives, the right to control information about ourselves, and the right to a space in which we can freely express our identities. The surveillance-based nature of Google and Facebook’s business model undermines each of these three elements to such an extent that it has undermined the very essence of privacy.

The UNHCHR has recognised that “even the mere generation and collection of data relating to a person’s identity, family or life already affects the right to privacy, as through those steps an individual loses some control over information that could put his or her privacy at risk.” The scale of the data collected by Google and Facebook means that these companies are amassing more information on
human beings and human activity than previously imaginable. The aggregation of so much data, combined with the use of sophisticated data analysis tools, can reveal very intimate and detailed information; in effect, the companies can know virtually everything about an individual.\(^\text{80}\)

Interference with an individual's right to privacy is only permissible under international human rights law if it is neither arbitrary nor unlawful. Human rights mechanisms have consistently interpreted those words as pointing to the overarching principles of legality, necessity and proportionality.\(^\text{81}\)

Indiscriminate corporate surveillance on such a scale is inherently unnecessary and disproportionate and can never be a permissible interference with the right to privacy. As a comparison, where States have claimed that indiscriminate mass surveillance is necessary to protect national security, human rights mechanisms have stated that this practice "is not permissible under international human rights law, as an individualized necessity and proportionality analysis would not be possible in the context of such measures."\(^\text{82}\)

The second component of privacy provides that people have the right to control their personal information, or the right to “informational self-determination”,\(^\text{83}\) to be able to decide when and how our personal data can be shared with others.\(^\text{84}\) This forms the foundation for data protection, which has become increasingly important since the rise of large-scale databases and the advancement of computational technologies. The European Court of Human Rights has recognised that the protection of personal data is of fundamental importance to a person’s enjoyment of his or her right to privacy,\(^\text{85}\) and that privacy provides for the right to a form of informational self-determination.\(^\text{86}\) The surveillance-based business model directly conflicts with the fundamental principles underpinning this second component and thereby undermines people's ability to exercise control over their personal information, including having a free choice as to the ways and reasons for which their personal data is used (see inset box below).

---

**DATA PROTECTION**

The EU’s General Data Protection Regulation (GDPR), which came into force in May 2018, has become a global benchmark for data protection and privacy regulation. Google and Facebook are bound by the GDPR, which applies to all organisations located within the EU and also to those outside if they offer services to, or monitor the behaviour of, individuals who are located in the EU.

---


83. The term “informational self-determination” was first used in the context of a German constitutional ruling relating to personal information collecting during the 1983 census: Bundesverfassungsgericht [BVerfG], Dec. 15, 1983, 65 Entscheidungen des Bundesverfassungsgerichts [BVerfGE] 1. It was understood by the Court as the authority of the individual to decide when and within what restrictions information about their private life should be communicated to others.

84. Alan Westin, Privacy and Freedom, 1967


86. Satakunnan Markkinapörssii Oy and Satamedia Oy v. Finland, Application no. 931/13, ECHR, 27 June 2017, at para.137, available at: https://hudoc.echr.coe.int/eng#{%22itemid%22:%222001-175121%22}.
Importantly, the regulation defines personal data broadly as ‘any information relating to an identified or identifiable natural person’. The definition includes data relating to an individual who can be identified directly or indirectly from the data in question. The GDPR makes clear that personal data which has been pseudonymised, which could however be attributed to an individual by the use of additional information should be considered information on an identifiable person. Inferred and predicted data similarly count as “personal data” if they are linked to unique identifiers or are otherwise attributable to an identifiable natural person.

One of the key principles in the GDPR is that of “purpose limitation”, which requires that companies collecting and processing personal data are clear about their purpose of processing from the start, that they record these purposes and specify them in their privacy information for individuals, and that they only use personal data for a new purpose if this is compatible with their original purpose, they obtain the individual’s consent, or they have another clear basis in law.

The GDPR also sets a high standard for consent – it means a freely given, specific, informed and unambiguous indication of an individual’s wishes by which they, by a clear affirmative action, signifies agreement to the processing of personal data relating to them. The GDPR makes clear that when the processing has multiple purposes, consent should be given for all of them, and that to ensure that consent is freely given, it should not provide a valid legal ground for the processing of personal data where there is a clear imbalance between a controller and the individual. In contradiction with the requirement that consent is freely given, the surveillance-based business model makes use of services conditional on individuals giving consent for the processing and sharing of their personal data for marketing and advertising, which means that an individual is unable to refuse or withdraw consent without being excluded from these spaces.

Finally, there is a broad consensus that privacy is also fundamental in creating and protecting the space necessary to construct our own identities. The UN Human Rights Committee (HRC) has defined privacy as “a sphere of a person’s life in which he or she can freely express his or her identity”. This reflects an understanding that our sense of identity is both socially constructed and dynamic: we display different sides of ourselves in different contexts, whether it is with our friends, at work or in public, and this is constantly shifting and adapting. Privacy enables us to decide for ourselves how others see us – and we behave differently when we are subjected to unwanted observation. In this sense, privacy is essential for autonomy and the ability to determine our own identity.

87. GDPR, article 4(1).
88. Ibid.
89. GDPR, Recital 26.
90. See GDPR, articles 5(1)(b), 6(4) and 30, and Recitals 39 and 50.
91. GDPR, article 4(11).
92. See GDPR, articles 6(1)(a), 7, and Recital 32.
93. GDPR Recital 43
95. See for example, Agre and Rotenburg (eds), Technology and Privacy: The New Landscape, 1998; Julie E. Cohen, 2013
People who are under constant surveillance face pressure to conform. Privacy’s key role in shaping different identities encourages a diversity of culture. Having layered identities is often the core condition of any minority group seeking to live, work, and subsist in a dominant culture. It can be true, for example, of LGBTI people living in a culture where same-sex intimate conduct is stigmatised or illegal; it can also be true of LGBTI people who do not live in those cultures but with extended family who do.\textsuperscript{97} It can also be the characteristic of someone engaged in a vulnerable part of the irregular economy, such as sex work.\textsuperscript{98}

The sheer scale of the intrusion of Google and Facebook’s business model into our private lives through ubiquitous and constant surveillance has massively shrunk the space necessary for us to define who we are. Privacy protects against “the efforts of commercial and government actors to render individuals and communities fixed, transparent, and predictable”.\textsuperscript{99} But the very nature of targeting, using data to infer detailed characteristics about people, means that Google and Facebook are defining our identity to the outside world, often in a host of rights-impacting contexts. This intrudes into our private lives and directly contradicts our right to informational self-determination, to define our own identities within a sphere of privacy.

Put simply, surveillance on such a scale represents an unprecedented interference with the right to privacy, that cannot be compatible with the companies’ responsibility to respect human rights. This goes beyond an intrusion into every aspect of our lives online, and in fact threatens our right to shape and define who we are as autonomous individuals in society.

**PRIOR PROMISES OF PRIVACY; PRIOR FAILURES TO RESPECT PRIVACY**

Recently, the executives at the head of Google and Facebook acknowledged the right to privacy in public statements. In May, Google CEO Sundar Pichai published an op-ed about privacy.\textsuperscript{100} In March, Facebook CEO Mark Zuckerberg announced that Facebook would pivot to privacy,\textsuperscript{101} and in May gave his main annual speech in front of a sign that read “the future is private.”\textsuperscript{102}

As part of this drive, both companies have announced new measures with the aim of giving users greater control over their privacy on the platforms.\textsuperscript{103} In November, Google announced it would put in place greater restrictions on the data that it shares with advertisers through its ad auction platform, following the launch of an inquiry by the Irish Data protection authority into the processing of personal data in the context of Google’s online Ad Exchange.\textsuperscript{104} Google has also launched a new feature allowing

---

\textsuperscript{97} See Alexander Dhoest and Lukasz Szulc, *Navigating online selves: social, cultural, and material contexts of social media use by diasporic gay men*, Social Media + Society, 2016, http://eprints.lse.ac.uk/87145/1/Szulc_Navigating%20online%20selves_2018.pdf


\textsuperscript{99} Julie E. Cohen, 2013

\textsuperscript{100} Sundar Pichai, *Google’s Sundar Pichai: Privacy Should Not Be a Luxury Good*, New York Times, 7 May 2019


\textsuperscript{102} Kurt Wagner and Selina Wang, *Facebook’s Zuckerberg Preaches Privacy, But Evidence is Elusive*, Bloomberg, 1 May 2019

\textsuperscript{103} Both companies also pointed to the tools that they offer users to control their ad preferences. See Google, *Control the ads you see*, https://support.google.com/accounts/answer/2662865; Facebook https://facebook.com/help/247395082112892

users to delete location data (although only after being kept for a minimum of three months).\textsuperscript{105} Facebook started rolling out a tool enabling people to see information other apps and websites share with Facebook, and disconnect the data from their account (but not delete it entirely).\textsuperscript{106}

While this may be a positive augur of better privacy practices, many commentators have expressed scepticism at the idea that Google and Facebook will fundamentally change when their business model and position as two of the world's biggest public companies are predicated on surveillance.\textsuperscript{107} In July 2019, the US Federal Trade Commission reached a settlement with Facebook over privacy violations that force the company to restructure its approach to privacy and submit to a range of new privacy requirements and oversight.\textsuperscript{108} However, as outlined further in Section 4 below, these changes fail to challenge the company's underlying business model or fully address its inherent impacts on privacy.

The companies' long history of privacy scandals and broken promises around privacy starkly illustrate the impacts of the surveillance-based business model on privacy and raises questions about their promises to change that model.

Both Google and Facebook have faced public criticism for their privacy practices dating back over a decade. In 2007, Facebook's first effort to install invasive advertising on its platform, called Beacon, was so unpopular it had to be withdrawn.\textsuperscript{109} There have been similar public outcries over Gmail ad targeting for many years, and the company announced in 2017 it would no longer scan emails to target advertisements.\textsuperscript{110} When sufficient numbers of people are aware of this surveillance, they have complained, and the companies have tended to apologise—but meanwhile, the business model has trended inexorably toward maximal surveillance, as outlined above.

Google and Facebook have also previously engaged in practices that mislead users about privacy and their advertisement targeting practices. A few examples:

Google and Facebook have also previously engaged in practices that mislead users about privacy and their advertisement targeting practices. A few examples:

- During the development of Google Street View in 2010, Google's photography cars secretly captured private email messages and passwords from unsecured wireless networks.\textsuperscript{111}

- In 2018 journalists discovered that Google keeps location tracking on even when you have disabled it. Google subsequently revised the description of this function after the news story but has not disabled location tracking even after users turn off Location History.\textsuperscript{112} Google now faces legal action by Australia's competition watchdog over the issue.\textsuperscript{113}

\textsuperscript{105}Google, \textit{Introducing auto-delete controls for your Location History and activity data}, 1 May 2019, https://www.blog.google/technology/safety-security/automatically-delete-data . Google also pointed to its work to develop federated learning technology, see https://federated.withgoogle.com/.


\textsuperscript{107}As Shoshana Zuboff puts it, "How can we expect companies whose economic existence depends upon behavioral surplus to cease capturing behavioral data voluntarily? It's like asking for suicide." Zuboff, \textit{The Secrets of Surveillance Capitalism}, Frankfurter Allgemeine, March 2016; See also e.g. Bruce Schneier, \textit{A New Privacy Constitution for Facebook}, 8 March 2019; Casey Johnston, \textit{Facebook is trying to make the word "private" meaningless}, The Outline, 1 May 2019; Julia Carrie Wong, My data security is better than yours: tech CEOs throw shade in privacy wars, 9 May 2019


\textsuperscript{109}The Register, Facebook turns out light on Beacon, 23 September 2009

\textsuperscript{110}Google, As G Suite gains traction in the enterprise, G Suite’s Gmail and consumer Gmail to more closely align, 23 June 2017

\textsuperscript{111}Guardian (UK), Google admits collecting Wi-Fi data through Street View cars, 15 May 2010, https://www.theguardian.com/technology/2010/may/15/google-admits-storing-private-data

\textsuperscript{112}Associated Press, Google clarifies location-tracking policy, August 2018, https://www.apnews.com/e959c6a91eeb4d9e8eda9cad4d887b211

• In early 2019 journalists discovered that Google’s Nest ‘smart home’ devices contained a microphone they failed to inform the public about.114

• Facebook has acknowledged that it knew about the data abuses of political micro-targeting firm Cambridge Analytica months before the scandal broke (see box in Section 3 below).115

• Facebook, through an app called Facebook Research, previously paid teenagers to download an app that tracked everything they do on their phones.116

• Facebook has also acknowledged performing behavioural experiments on groups of people—nudging groups of voters to vote, for example, or lifting (or depressing) users’ moods by showing them different posts on their feed.117

It is difficult not to draw the conclusion that the companies’ numerous privacy abuses are not aberrations, but in fact demonstrate exactly how Google and Facebook’s surveillance-based model is predicated on their ability to harvest, analyse and sell huge amounts of data while disregarding the right to privacy.

STATES’ ACCESS TO GOOGLE AND FACEBOOK’S DATA VAULTS

“You must assume that any personal data that Facebook or Android keeps are data that governments around the world will try to get or that thieves will try to steal.”

Tim Wu, 2019118

In addition to the direct impacts that the surveillance-based business model has on privacy, there is also a risk of indirect impacts through the relationship between corporate surveillance and state surveillance programmes. State authorities, such as intelligence agencies, law enforcement and immigration agencies, are increasingly seeking to gain access to data held by technology companies.119

The vast vaults of data that Google and Facebook hold about people represent a centralized ‘honeypot’—an opportunity for state authorities to access highly valuable personal data that would otherwise be very difficult to assemble.

As such, the model poses an inherent risk that Google and Facebook could contribute to invasive and unlawful digital surveillance by states or their targeting of people in a way that amounts to rights abuses. Although this risk exists for all companies that amass large vaults of personal data, the surveillance-based business model of Google and Facebook incentivises the companies to collect and hold as much data as possible in order to increase their revenues, greatly increasing the risk.

114. The Verge, Google claims built-in Nest mic was ‘never intended to be a secret’, February 2019 https://www.theverge.com/circuitbreaker/2019/2/20/18232960/google-nest-secure-microphone-google-assistant-built-in-security-privacy


116. Josh Constine, Facebook admits 18% of Research spyware users were teens, not <5%, TechCrunch, 28 February 2019, https://techcrunch.com/2019/02/28/facebook-research-teens/

117. Christian Science Monitor, Facebook ‘I Voted’ button experiment: praiseworthy or propaganda?, November 2014; Guardian (UK), Facebook reveals news feed experiment to control emotions, June 2014


The revelations of mass surveillance exposed by former US National Security Agency (NSA) whistleblower Edward Snowden demonstrated the ways that intelligence agencies had been able to access tech companies’ data. US intelligence documents disclosed by Snowden in 2013 exposed how US and UK intelligence agencies conducted indiscriminate surveillance on a vast scale – and how companies including Yahoo, Google and Microsoft faced secret legal orders to hand over their customers’ data. The NSA was also able to circumvent security protections of Google and Yahoo to gain access to the companies’ data centres.

In the wake of the Snowden revelations, technology companies have expanded their use of encryption to protect user data and have mounted legal challenges against state requests for user data, such as the US Government’s use of secrecy orders preventing companies from disclosing certain types of legal demands for information. Both Google and Facebook are members of the Reform Government Surveillance Coalition (RGS), advocating reform of the laws and practices regulating government surveillance. These are welcome measures, but they do not address the underlying source of the problem, which is that the surveillance-based business model incentivises large scale data harvesting and processing in a way that hugely expands the opportunities for state surveillance.

HUMAN RIGHTS AT GOOGLE AND FACEBOOK

In line with international human rights standards, Google and Facebook should be carrying out due diligence to identify and address the potential and actual impacts of their business model on specific human rights, including the rights to privacy and freedom of expression. However, the fact that the harvesting, analysis and monetisation of data is so core to their business model, has such a fundamental and widespread impact on the right to privacy, and is so inherently at odds with the enjoyment of this right, means that the companies should also be assessing whether their surveillance-based business model can ever be compatible with their responsibility to respect human rights.

Google and Facebook have both made a longstanding commitment to the rights to privacy and freedom of expression through participation in the Global Network Initiative (GNI). However, the scope of the GNI means it does not address risks to other rights beyond freedom of expression and privacy; it is also primarily focused on how companies respond to government requests for data.

Through the GNI, both companies are subject to independent assessments every two years of their relevant internal systems, policies and procedures. The most recent assessment published in July...
2016 concluded both companies were in compliance with the GNI Principles, which are based on internationally recognized laws and standards for human rights.\textsuperscript{126}

Amnesty International is unable to verify this assessment given that the process is confidential. However, GNI states that the scope of the GNI process covers an examination of a company’s systems, policies, and procedures, together with an assessment of a number of specific cases agreed by the company itself.\textsuperscript{127} The focus on specific case studies may indicate that the process does not include a holistic assessment of whether the company is effectively implementing these policies and procedures in practice, including by identifying and addressing human rights impacts throughout its business, or whether companies like Google and Facebook are undertaking due diligence to identify and address the human rights impacts of their business model as a whole. It would therefore appear not to cover the issue at the heart of this paper, which is whether a surveillance-based business model can ever be compatible with the responsibility to respect human rights on the basis that it is inherently at odds with the three core elements of the right to privacy.\textsuperscript{127}

Amnesty International asked Google and Facebook whether the companies’ human rights due diligence processes take into account the systemic and widespread human rights impacts of their business model as a whole, in particular the right to privacy, as outlined above. In a meeting with Amnesty International, Google stated that it does conduct human rights due diligence across its business. Facebook sent a detailed letter in response (see Annex) but did not answer this specific question.


\textsuperscript{127} GNI, Company Assessments, https://globalnetworkinitiative.org/company-assessments/


\textbf{Amnesty International}
3. DATA ANALYTICS AT SCALE: HUMAN RIGHTS RISKS BEYOND PRIVACY

“Surveillance is just the act of watching, but what has it done to the society, right? … What does it do when there’re no pockets where you can have dissident views, or experiment with self-presentation in different ways? What does that look like? That’s really just a form of social control… a move towards conformity…. [S]urveillance itself is not quite an aggressive enough word to describe it.

Julia Angwin, 2018

Google and Facebook’s platforms are underpinned by a set of advanced data analytics systems. Their algorithmic models are designed to serve a user ‘relevant’ content (relevancy that is inferred by the companies on the basis of collected data) - both ‘organic’ posts and adverts. For example, the algorithms powering Google Search and Facebook Newsfeed are continuously trained on vast amounts of user data to serve many different purposes, such as ad targeting and delivery, serving search results, recommending new content, and prompting users to create new content and engage with existing content. To do this, the systems “optimize” to best deliver a specific outcome using highly complex and iterative algorithmic processes that draw correlations and inferences from user data.

Increasingly, these algorithmic systems have been shown to have knock-on effects that can result in serious negative impacts on human rights, including privacy, freedom of expression and the right to


equality and non-discrimination. In some cases, such impacts are directly caused by the company’s technology itself; in other cases, these tools can be exploited by other actors in ways that harm rights. These impacts are significantly amplified and multiplied by the sheer scale of Facebook and Google’s operations and the dominance of their platforms.

As a result, the initial harm caused by the surveillance-based model’s assault on privacy boomerangs back on people in a host of unforeseen ways. For example, at an individual level, a person may only give up some seemingly innocuous data such as what they ‘like’ on Facebook. But once aggregated, that data can be repurposed to deliver highly targeted advertising, political messages and propaganda, or to grab people’s attention and keep them on the platform.

OHCHR has stated that the analytical power of data-driven technology has created an environment that “carries risks for individuals and societies that can hardly be overestimated.”

---


GREATER PERSONALISATION, PROFILING AND MICROTARGETING

Advanced data analytics are core to the surveillance-based business model and have propelled the economic power of Facebook and Google. In 2018, Facebook stated that one of the machine learning frameworks behind its platform was delivering 200 trillion predictions per day.\(^{133}\) Algorithmic systems serve the incentives of the business model in two primary ways: firstly, to deliver targeted advertising, and secondly, maximising user engagement. As outlined in the following sections, both these purposes have troubling side-effects that threaten human rights.\(^{134}\)

The accumulation of data enables Facebook and Google to deliver highly targeted advertisements to people based on a complex combination of their profile characteristics including location, demographics, interests, and behaviour. As noted in Section 1, these characteristics are inferred and predicted by the companies’ sophisticated algorithmic models. The ability of Google and Facebook to offer advertisers finely tuned prediction and ‘microtargeting’ tools driven advertising revenues for the companies.

There are a huge number of companies and other actors that make up the complex ecosystem of targeted advertising. However, the uniquely self-reinforcing combination of their vast data vaults, the reach of their platforms and control over the primary flows of data, and consequent ability to develop the most advanced machine learning tools and prediction models mean that Google and Facebook completely dominate the market in digital advertising.

Alongside deploying data analytics for advertising, Facebook and Google also use algorithms to personalise user experience and ‘maximise engagement’ with their products, keeping users on their platforms for as long as possible.\(^{135}\) The platforms are designed, in short, to be addictive.\(^{136}\) This is intimately linked to the companies’ business model and revenue, because more time on the platform means more advertisements can be served, and more people will see and click on the ads, thus generating more data. Furthermore, it reinforces the model by ensuring continued access to people’s data and maintaining the dominance of the platforms.

INFLUENCING OPINION AND BELIEFS

As outlined in section 2 above, privacy is intimately connected with the concept of autonomy, the ability to shape and express our identity without unwarranted observation and undue influence.

However, the combination of algorithmically-driven ad targeting and personalised content means Google and Facebook’s platforms play an enormous role in shaping people’s online experience and determining the information we see. This can influence, shape and modify opinions and thoughts, which risks affecting our ability to make autonomous choices. Moreover, the algorithms are designed

---

133. Facebook, Announcing PyTorch 1.0 for both research and production, May 2018, https://engineering.fb.com/ai-research/announcing-pytorch-1-0-for-both-research-and-production


135. Facebook denies that its News Feed algorithm is designed to maximise engagement, and that “the actual goal is to connect people with the content that is most interesting and relevant to them.” See Facebook response, in annex below.

to find the best ways to nudge people towards particular outcomes based on an individual’s unique personal characteristics. As such, techno-sociologist Zeynep Tufecki has described the platforms as “persuasion architectures” that can manipulate and influence people at the scale of billions.137 Similarly, former Google advertising strategist James Williams has called it the “industrialisation of persuasion”, arguing that this “attentional capture and exploitation” distracts us to the point that it limits our ability to think clearly and pursue our own goals.

These capabilities mean there is a high risk that the companies could directly harm the rights to freedom of thought, conscience and religion and freedom of opinion and expression through their use of algorithmic systems.138 Furthermore, they risk contributing to abuses of these rights by other actors who are able to access or utilise their models.

International human rights law does not permit any limitations whatsoever on the freedom of thought and conscience or on the freedom to have or adopt a religion or belief of one’s choice. These freedoms are protected unconditionally, as is the right of everyone to hold opinions without interference.139 The HR Committee has concluded that the right to freedom of opinion requires freedom from undue coercion in the development of an individual’s beliefs, ideologies, reactions and positions.140 The UN Special Rapporteur on the promotion and protection of the right to freedom of expression has highlighted that “[t]he intersection of technology and content curation raises novel questions about the types of coercion or inducement that may be considered an interference with the right to form an opinion”141 and has noted that “[c]ompanies should, at the very least, provide meaningful information about how they develop and implement criteria for curating and personalizing content on their platforms, including policies and processes for detecting social, cultural or political biases in the design and development of relevant artificial intelligence systems.”142 The Council of Europe’s Committee of Ministers has also warned that “fine grained, sub-conscious and personalised levels of algorithmic persuasion may have significant effects on the cognitive autonomy of individuals and their right to form opinions and take independent decisions.”143

There are numerous examples that show how the platforms can be used to target people at a granular level and to influence their opinion and beliefs. Such targeting is made possible by the surveillance-based business model of Facebook and Google. Academic research has demonstrated that machine learning is now able to scan Instagram posts for signs of depression more reliably than human reviewers.144 Facebook also told advertisers it could judge when teenagers were feeling “insecure”, “worthless”, or needed a “confidence boost”.145 In response, Facebook said it does not allow targeting

---

137 Zeynep Tufekci, We’re building a dystopia just to make people click on ads, TEDGlobal, September 2017, https://www.ted.com/talks/zeynep_tufekci_we_re_building_a_dystopia_just_to_make_people_click_on_ads/transcript?language=en
138 Rights guaranteed by UDHR Articles 18, 19; ICCPR Articles 18, 19.
141. David Kaye, Special Rapporteur on the Promotion and protection of the right to freedom of opinion and expression report to the UN General Assembly, 29 August 2018, A/73/348, para.24. (David Kaye, 2018)
142. David Kaye, 2018, para.26. As noted above, Facebook has taken some steps in this direction, including introducing tools that give users “more information about and control over what they see on Facebook.” See Facebook response in the annex below.
based on people’s emotional states; however, the case highlights the capabilities of the platform, and how it could be misused to intrusively target people when they are at their most vulnerable.

Another example is Google’s Redirect Method, a project that uses the company’s AdWords platform (now called Google Ads) to deradicalize potential supporters of Islamic terrorism. One commentator successfully used the same tool – which is freely available online – to nudge suicidal people to call a helpline. This demonstrates that such “social engineering” could easily be used to manipulate people’s opinions and beliefs, either by the companies directly or by other actors. Although in the latter examples, such influence was used for a purportedly positive objective, these tools could easily be (mis)used in ways that harm our rights, particularly if deployed at scale.

**HIDDEN MANIPULATION AT SCALE**

The right to privacy is “an essential requirement for the realization of the right to freedom of expression” and therefore Google and Facebook’s erosion of the “private sphere” has corresponding direct and indirect impacts on the free development and exchange of ideas.

Freedom of expression is a collective right, enabling people to seek and receive information as a social group and to “voice their collective views”. By their very nature, algorithmic systems impact people as a group as well as at an individual level. When the capabilities of influence and persuasion are deployed at the scale of the platforms controlled by Facebook and Google, the companies have the capability to affect opinion for large groups or segments of a population, and this can also be exploited by other actors.

The surveillance-based business model has created an architecture that has not only drastically shrunk and restricted the “private sphere”, but at the same time isolated people from one another, as each individual engages with their own highly personalised experience of the internet, uniquely tailored to them based on algorithmically-driven inferences and profiling. This leaves the door wide open to abuse by manipulating people at scale.

The starkest and most visible example of how Facebook and Google’s capabilities to target people at a granular level can be misused is in the context of political campaigning – the most high-profile case being the Cambridge Analytica scandal (see inset box). The same mechanisms and tools of persuasion used for the purposes of advertising can be deployed to influence and manipulate people’s political opinions. The use of microtargeting for political messaging can also limit people’s freedom of expression by “creating a curated worldview inhospitable to pluralistic political discourse”.

---

152. For example, a study by the Web Foundation into curation on Facebook’s central News Feed feature found that “The algorithm places each user into a separate and individualised version of what should be an open public square for information.” See the Web Foundation, *The Invisible Curation of Content*, 2018, p 5 http://webfoundation.org/docs/2018/04/WF_InvisibleCurationContent_Screen AW.pdf
153. Tactical Tech has researched and mapped out the tools and techniques of the political data industry. See Tactical Tech, *Tools of the Influence Industry* https://ourdataourselves.tacticaltech.org/posts/influence-industry
154. David Kaye, 2018, para 18
The use of microtargeting for political campaigning is particularly problematic because of a lack of transparency or oversight over the messages that are sent and who is sending them. This leaves open the ability for campaigns to use “dark” political ads, in which people receive highly tailored messages that are only visible to them, and where it may not be clear what organisation or individual is behind them – or what information other people are seeing and receiving.

**THE CAMBRIDGE ANALYTICA SCANDAL**

Cambridge Analytica was a political data analytics firm that claimed the ability to influence target populations by creating uniquely detailed personality profiles and then tailoring political messaging based on these profiles (a technique known as psychographic targeting). Cambridge Analytica’s own marketing stated that the company had profiles on up to 240 million Americans and that it had 4,000 to 5,000 data points on each voter.

In 2014, Cambridge Analytica gained access to Facebook profile data that was obtained via an app called “thisisyourdigitallife”, created by Dr. Aleksander Kogan, a psychology professor at Cambridge University. When Facebook users downloaded the app, they consented for the app to access their personal information. Dr. Kogan’s company entered into a contract with a Cambridge Analytica affiliate, premised on harvesting Facebook data.

Under Facebook’s policies at the time, apps could access data not only about users who directly consented, but also personal data from people in those users’ social network (i.e. their Facebook friends). This meant that even though only 270,000 users consented to share their data through Kogan’s app, information from up to 87 million Facebook profiles was subsequently improperly shared with Cambridge Analytica, as Facebook later confirmed.

In late 2015, the Guardian reported that Cambridge Analytica was improperly using personal Facebook data for the campaign of US Presidential candidate Ted Cruz. In response, Facebook demanded that Kogan and Cambridge Analytica delete the data. Cambridge Analytica certified that it would do so, but in fact still had access to the data or models based on the data.
In 2016, the Donald Trump US Presidential campaign hired Cambridge Analytica, which used these psychographic profiles to help the campaign identify target audiences for digital ads and model voter turnout. Only in April 2018, after the Observer and the New York Times broke the story over Cambridge Analytica’s use of Facebook data, did Facebook begin to contact the 87 million users affected by the data breach.\(^{164}\)

There are three key aspects of the scandal with regards to Facebook. First was Facebook’s notoriously lax data privacy policies at the time, under which Kogan was allowed to access personal information, not only from Facebook users who accessed the app, but from their entire social networks as well. Facebook subsequently had to suspend tens of thousands of apps from around 400 developers that had been able to access user data before the company reduced developer access in 2014.\(^{165}\) Facebook has since further restricted the extent to which app developers are able to access user data.\(^{166}\) Second, even though Facebook requested that Cambridge Analytica delete the data, they had no way of verifying if Cambridge Analytica complied, showing how difficult it is to enforce those policies that do exist. Third was the fact that, even though Facebook had been aware of the problem since at least December 2015, it did not alert users whose data had been compromised until much later - and then only following a media investigation and major public scandal.

In the wake of the Cambridge Analytica scandal, Google and Facebook have both tightened their policies around political advertising,\(^{167}\) including measures to increase transparency around who’s paying for the advertising, and ‘Ad Libraries’ disclosing political advert. However, an analysis by Privacy International found that to date these measures have been inadequate, and inconsistently applied in different countries, so that most users around the world “lack meaningful insight into how ads are being targeted through these platforms”.\(^{168}\) A separate analysis by Mozilla researchers also found Facebook’s tool to be inadequate.\(^{169}\)

Fundamentally, the business model’s dependence on profiling and targeting for advertising means that these capabilities will continue to be exploited by third parties, including political campaigns.

---


165. Facebook, An Update on Our App Developer Investigation, 20 September 2019, https://newsroom.fb.com/news/2019/09/an-update-on-our-app-developer-investigation/. According to Facebook's response letter to Amnesty, included at the end of this report: “Suspension is not necessarily an indication that these apps were posing a threat to people.”


168. Privacy International, Social media companies have failed to provide adequate advertising transparency to users globally, 3 October 2019, https://privacyinternational.org/long-read/3244/social-media-companies-have-failed-provide-adequate-advertising-transparency-users

169. Mozilla, Facebook’s Ad Archive API is Inadequate, 29 April 2019, https://blog.mozilla.org/blog/2019/04/29.facebooks-ad-archive-api-is-inadequate/
MAXIMISING ENGAGEMENT

Companies have a responsibility to respect free expression, which encompasses expression which may be offensive or disturbing.170 The International Covenant on Civil and Political Rights, for example, requires states to prohibit only “any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence.” Many other forms of expression, even those which shock or offend, may not lawfully be restricted.

However, the use of algorithms to curate social media content and encourage people to remain on the platform can result in Google and Facebook actively promoting or amplifying abusive, discriminatory or hateful content. The platforms recommend and promote new content based on opaque algorithmic processes to determine what will best engage users.171 Because people are more likely to click on sensationalist or incendiary material, the so-called ‘recommendation engines’ of these platforms can send their users down what some have called a ‘rabbit hole’ of toxic content.172

Former Google Chief Technology Officer Nicole Wong now recognises this problem, stating that “Personalization, engagement … what keeps you here, which today we now know very clearly. It’s the most outrageous thing you can find.”173 Mark Zuckerberg acknowledges that “our research suggests that no matter where we draw the lines for what is allowed, as a piece of content gets close to that line, people will engage with it more on average -- even when they tell us afterwards they don’t like the content.”174

Facebook argue that “our focus is on the quality of time spent on Facebook, not the amount… Facebook’s algorithms prioritize posts that are predicted to spark meaningful conversations”.175 Yet even Facebook insiders admit the intentionally addictive nature of the product. For instance, Roger McNamee, an early investor in Facebook and advisor to Mark Zuckerberg, wrote earlier this year: “The business model depends on advertising, which in turn depends on manipulating the attention of users so they see more ads. One of the best ways to manipulate attention is to appeal to outrage and fear, emotions that increase engagement.”176

The UN Special Rapporteur on the promotion and protection of the right to freedom of expression has noted that “the artificial intelligence applications for search have enormous influence over the dissemination of knowledge. Content aggregators and news sites… choose which information to display to an individual based not on recent or important developments, but on artificial intelligence applications that predict users’ interests and news patterns based on extensive datasets. Consequently, artificial intelligence plays a large but usually hidden role in shaping what information individuals consume or even know to consume.”177 The Special Rapporteur has also stated that “[i]n an artificial

---


175. Facebook letter to Amnesty International – see Annex. The company also points to its efforts to reduce the virality of hate speech and other content moderation measures.
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intelligence-governed system, the dissemination of information and ideas is governed by opaque forces with priorities that may be at odds with an enabling environment for media diversity and independent voices.”

Sensationalism in mass media is, of course, not a new phenomenon, and is not limited to the internet. But the recommendation engines of social media go well beyond the adage “if it bleeds, it leads”: they can systematically privilege extreme content including conspiracy theories, misogyny, and racism to keep people on their platforms for as long as possible. For example, one academic study into the spread of anti-refugee sentiment on Facebook found that “anti-refugee hate crimes increase disproportional in areas with higher Facebook usage during periods of high anti-refugee sentiment online”. Similarly, the algorithms behind Google’s YouTube platform have been shown to have various harmful consequences (see box below).

As well as privileging harmful content, the platforms’ algorithms can also undermine freedom of expression or lead to discrimination by suppressing certain forms of content. For example, LGBTI communities have alleged that YouTube’s algorithm blocks or suppresses videos containing LGBTI content by automatically enforcing age restrictions and by “demonetising” the videos – meaning that they deny the producers ad revenue. YouTube denies this, saying the company does “not automatically demonetize LGBTQ content.”

CASE STUDY: YOUTUBE’S RADICALISATION ECOSYSTEM

Numerous studies of YouTube—by scholar Zeynep Tufekci, ex-YouTube engineer Guillaume Chaslot, the New York Times and others—have documented how the YouTube recommendation algorithm privileges false and incendiary content.

In theory, both harassment and hate speech violate YouTube’s policies. In practice, material that closely treads (or crosses) this line stays up because it garners a lot of attention and is profitable for YouTube because it means people stay on the platform for longer, during which they see more ads, which in turn is more profitable for YouTube as it earns money from advertisers based on the number of views an ad gets. According to the company itself, their system for algorithmically recommending new material drives 70 percent of the total time people spend on the platform.

178. David Kaye 2018, para 30
181. Ibid.
One 2018 report by a researcher with the Data & Society thinktank, Becca Lewis, describes how YouTube’s recommendation engine monetizes reach and ‘influence’ for even those who regularly profess harmful and racist views.\footnote{Rebecca Lewis, Alternative Influence: Broadcasting the Reactionary Right on YouTube, Data & Society, September 2018, https://datasociety.net/output/alternative-influence/} In her 2018 study, “Alternative Influence: Broadcasting the Reactionary Right on YouTube,” Lewis maps the network of far-right influencers on the US who use YouTube’s algorithm to profit from disinformation and hate speech. She charts how a combination of YouTube’s recommendation algorithm and the social practices of far-right YouTubers creates a radicalization ecosystem that makes it “remarkably easy for viewers to be exposed to incrementally more extremist content.”\footnote{Ibid, p 36.} This is particularly problematic, she writes, given YouTube’s popularity as a news source for the young.\footnote{The report cites a Pew Research Center study showing over 90% of adults 18-24 use YouTube: http://www.pewinternet.org/2018/03/01/social-media-use-in-2018/pi_2018-03-01_social-media_0-01/.} Her conclusion: “A giant network of influencers on YouTube is broadcasting reactionary ideas to young viewers - and radicalizing them in the process.”\footnote{Rebecca Lewis, https://twitter.com/beccalew/status/1042054175201185792}

The algorithm also helps reinforce false information and rumours. By automatically joining together different videos that all repeat the same false narrative, YouTube creates the illusion that there are multiple sources for the same idea. In reality, this seeming consensus is entirely manufactured by the algorithm: according to Debora Diniz, a women’s rights activist who became the target of a coordinated conspiracy campaign in Brazil, “it feels like the connection is made by the viewer, but the connection is made by the system”.\footnote{Max Fisher and Amanda Taub, How YouTube Radicalized Brazil, New York Times, 11 August 2019} These problems of confirmation bias and popularity bias have been documented across social media platforms.\footnote{Giovanni Luca Ciampaglia, Filippo Menczer, Biases Make People Vulnerable to Misinformation Spread by Social Media, The Conversation, 21 June 2018 https://www.scientificamerican.com/article/biases-make-people-vulnerable-to-misinformation-spread-by-social-media/}

In response to some of this reporting, YouTube announced—not for the first time—changes in the ways algorithms would recommend content on the platform, but to date these changes only apply only to a small set of videos in the USA.\footnote{YouTube, Continuing our work to improve recommendations on YouTube, 25 January 2019, https://youtube.googleblog.com/2019/01/continuing-our-work-to-improve.html} The company continues to be subject to intense public criticism for allowing the monetisation of abusive content on their platform.\footnote{YouTube, Taking a harder look at harassment, 5 June 2019 https://youtube.googleblog.com/2019/06/taking-harder-look-at-harassment.html} However, YouTube’s CEO denies the allegation “that we hesitate to take action on problematic content because it benefits our business”.\footnote{YouTube, Susan Wojcicki: Preserving openness through responsibility, August 2019, https://youtube-creators.googleblog.com/2019/08/preserving-openness-through-responsibility.html} Google stated that YouTube is continuing to improve its recommendations function.\footnote{YouTube, The Four Rs of Responsibility, Part 1: Removing harmful content, 3 September 2019, https://youtube.googleblog.com/2019/09/the-four-rs-of-responsibility-remove.html}
DISCRIMINATION

Another major rights risk of targeted advertising and profiling, which forms the basis of Facebook and Google’s business model, is that serving targeted content to selected people or groups of people can fuel discrimination by private entities, or directly by the platforms themselves, undermining the critical principle that all people should enjoy equal access to their human rights.¹⁹⁶ Non-discrimination, together with equality before the law and equal protection of the law without any discrimination, constitute a basic and general principle relating to the protection of human rights.¹⁹⁷

Profiling inherently seeks to differentiate between people based on personal characteristics, beliefs and behaviours. Targeting by advertisers and political parties using Facebook and Google’s platforms (i.e. deciding to include or exclude certain groups) has in the past been shown to include profiling people in sensitive ways including across protected characteristics — examples of categories include ‘under 18’,¹⁹⁸ ‘multicultural affinity’,¹⁹⁹ ‘interested in treason’,²⁰⁰ ‘interested in [former Nazi leader] Joseph Goebbels’,²⁰¹ ‘lower 50% income bracket’,²⁰² ‘interested in addiction treatment centres’,²⁰³ ‘interested in abortion’,²⁰⁴ ‘interested in white genocide’²⁰⁵ or ‘sexual orientation’.²⁰⁶

Individual instances of targeting do not necessarily imply a rights violation: often when advertisers target consumers to sell them products based on their interests, it will not impair any rights or freedoms. However, when deployed in contexts that touch directly on people’s rights, including economic, social and cultural rights, Facebook and Google’s enabling of granular targeting by advertisers inherently poses a high risk of discrimination.

Facebook’s advertising policies have long prohibited discrimination.²⁰⁷ Investigative journalists, however, showed that for years, Facebook permitted advertisers (for housing, jobs, or even more worryingly, political ads) to target — and exclude — groups by protected categories including ethnicity and age.²⁰⁸ Earlier this year, Facebook was forced to heavily restrict the use of targeting for housing,
employment and credit advertisements in the United States, after a legal settlement with civil rights groups. For instance, advertisers can no longer target housing, employment and credit opportunity ads to people based on their age, gender, ZIP code or any interests describing or appearing to relate to protected characteristics. However, these measures only apply to advertisers based in the USA or targeting people in the USA, meaning people in the rest of the world are still at risk of discrimination in those areas.

Importantly, in addition to the risks of discrimination by third party use of the companies’ ad targeting capabilities, the algorithmic systems determining how ads are actually delivered on the platforms can lead to discriminatory outcomes – even when the ads are targeted in a neutral way by the advertisers themselves. This raises the risk that the companies could directly cause discrimination themselves through the way that their algorithmic systems optimize to deliver ads, e.g. on the basis of “relevance” or to more “valuable” users. In March 2019, the US Department of Housing and Urban Development (HUD) sued Facebook over housing discrimination, including through its own ad delivery system, stating that Facebook’s mechanisms “function just like an advertiser who intentionally targets or excludes users based on their protected class”. In response, Facebook disputed this allegation, saying “HUD had no evidence and finding that our AI systems discriminate against people.” HU D is reportedly also investigating Google and Twitter’s advertising practices.

---


4. CONCENTRATION OF POWER OBSTRUCTS ACCOUNTABILITY

“In the software world, particularly for platforms, these are winner-take-all markets.”

Bill Gates, Microsoft co-founder

The surveillance-based business model of Google and Facebook has enabled them to establish near-total control over the primary channels that most people rely on to engage with the digital world and the global “public square”, in the process becoming powers of historic proportions. Never before has any entity been able to mediate and prioritise the transmission of information to over two billion users in multiple nations.

The concentrated power of the companies is multifaceted. Paul Nemitz, Principal Adviser in the European Commission, has set out that the unique concentration of power into the hands of the Big Tech companies has four key elements, which should be seen together and in cumulation: the power of money, enabling them to influence politics and markets; the power over infrastructures for democracy and discourse; the power over individuals based on profiling, and the ability to leverage that knowledge for their own interests; and the dominance in AI innovation.

This concentrated power goes hand in hand with the business model’s human rights impacts – indeed, the one has symbiotically propelled the other. The evisceration of the right to privacy online has taken place largely because essential internet services came to be controlled by companies dependent on surveillance. At the same time, the companies were able to establish such dominance precisely because they prioritised advertising revenues over privacy and other rights.

This power of the platforms has not only exacerbated and magnified their rights impacts but has also created a situation in which it is very difficult to hold the companies to account, or for those affected to access an effective remedy.

214. The Verge, Bill Gates says his ‘greatest mistake ever’ was Microsoft losing to Android, June 2019

215. Paul Nemitz, Principal Adviser in the European Commission (writing in his personal capacity), Constitutional democracy and technology in the age of artificial intelligence, October 2018. The analysis refers to the power of Google, Facebook, Microsoft, Apple and Amazon.
INTERNET ACCESS AT THE COST OF SURVEILLANCE

Access to the internet has long been recognised as a critical enabler of human rights in the digital age. In 2011, the UN Special Rapporteur on Freedom of Expression acknowledged the “unique and transformative nature of the internet not only to enable individuals to exercise their right to freedom of opinion and expression, but also a range of other human rights, and to promote the progress of society as a whole.” In 2016, the UN Human Rights Council stressed the importance of “applying a comprehensive human rights-based approach when providing and expanding access to the internet and for the internet to be open, accessible and nurtured”.

The role of Google and Facebook as “gatekeepers” to the digital world (as outlined in Section 1 above) means that they have significant influence over people’s enjoyment of human rights online; indeed, the large majority of internet users are reliant on the services the companies provide. As such, the platforms have become fundamental to how people are able to exercise their human rights online, and are used every day in ways that facilitate freedom of expression, the rights of peaceful assembly and association, and other rights.

At the same time, the dominance of the companies’ platforms means it is now effectively impossible to engage with the internet without “consenting” to their surveillance-based business model. “Network effects” (as outlined below) mean it is not realistic for people to leave social networks where all their friends and family are. People who signed up for platforms when they were far more privacy-respecting (see below) – or before they were acquired by Google or Facebook – now face a false choice to leave a service they depend on or submit to surveillance. In some countries in the world, Facebook has become synonymous with the internet; and worldwide, the vast majority of smartphones run on Google’s Android. Even for people who have not signed up for any of the companies’ services, it is extremely difficult to use the internet without being subject to data harvesting by the two companies.

This has created a paradoxical situation in which, in order to access the internet and enjoy their human rights online, people are forced to submit to a system predicated on interference with the right to privacy on an unprecedented scale, with corresponding impacts on a range of other human rights, including the right to freedom of expression and non-discrimination. Such a situation stands in sharp contradiction to the Human Rights Council’s affirmation of the importance of “a human rights-based approach when providing and expanding access to the internet”. In June 2019, a group of UN experts further articulated that “Digital space is not neutral space. At the levels of its physical architecture, regulation and use, different groups exert their interests over it. The principles of international human rights law, however, should be at the centre of its development.”

216. Frank La Rue, Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, Report to the Human Rights Council, 16 May 2011, UN Doc A/HRC/17/27
218. “In the digital age, the exercise of the rights of peaceful assembly and association has become largely dependent on business enterprises, whose legal obligations, policies, technical standards, financial models and algorithms can affect these freedoms.” Clément Nyaletsossi Voule, Special Rapporteur on the rights to freedom of peaceful assembly and of association, 219. Julia Angwin, Dragnet Nation: A Quest for Privacy, Security, and Freedom in a World of Relentless Surveillance, 2014; Kashmir Hill, Goodbye Big Five, Gizmodo, January 2019
CONCENTRATED POWER EXACERBATES HARMS

The increasing power of Google and Facebook as gatekeepers to the ways people engage with the digital world has been a key driver of the erosion of privacy online. Various analyses charting the rise to dominance of Google and Facebook show that the companies were able to incrementally increase the breadth and depth of their surveillance in parallel with their control over the primary channels of the internet and the decline in any meaningful alternatives.\(^{222}\)

Originally, when operating in highly competitive markets, both Google and Facebook did not condition access to their services on ubiquitous surveillance. Facebook’s initial privacy policy stated that “we do not and will not use cookies to collect private information from any user.”\(^{223}\) Google’s first privacy policy stated that the company shared information about users with advertisers, but “we only talk about our users in aggregate, not as individuals” – directly contrary to the current model of highly personalised and targeted advertising.\(^{224}\)

The companies’ transformation from their early more privacy-respecting days to the current business model of ubiquitous surveillance has been gradual. Google took the final step to fully embrace the surveillance-based model in 2016, when it changed its privacy policy to enable the company to combine data from its advertising network DoubleClick (since rebranded to Google Marketing Platform) with personal data collected from its other platforms.\(^{225}\) This meant that the company could directly target advertising to identifiable individuals, based on highly personal information. In response, data privacy journalist Julia Angwin stated Google had “quietly erased that last privacy line in the sand”.\(^{226}\)

Facebook had already taken a similar step in 2014, announcing that it would use web-browsing data for targeted advertising.\(^{227}\)

The companies were able to take this final step because they had already established such a dominant position. As demonstrated by the companies’ early business model, in a competitive market, internet users would not tolerate such a high degree of intrusion into their privacy and would move to alternative services. Now, the companies can afford to abuse privacy, because people have no choice but to accept.\(^{228}\)

HUMAN RIGHTS HARMS FUEL CONCENTRATION OF POWER

At the same time, the surveillance-based business model has in-built tendencies to exponentially increase the platforms’ dominance and scale, and as such, the abuse of privacy and other rights has also helped concentrate power towards Google and Facebook. The extraction of more and more data

---

228. “Online communications platforms …can be compared to utilities in the sense that users feel they cannot do without them and so have limited choice but to accept their terms of service. Providers of these services currently have little incentive to address concerns about data misuse or online harms, including harms to society” UK House of Lords Select Committee on Communications, Regulating in a Digital World, March 2019, para 45. Facebook challenged this conclusion, stating that “to the contrary, we know that if we do not protect people’s data, we will lose their trust”. See Facebook response to Amnesty International, in Annex below.
has enabled the companies to gain greater control over the main ways that people engage with the
internet, to an extent that likely would not have been possible had the companies stuck to a more
privacy-respecting model.

First is an economic phenomenon known as “network effects”: the more users a platform has, the
more valuable it becomes, both to the users themselves and to others. Online platforms – and the
business model behind them – are by their very nature prone to these network effects. Many users join
Facebook because their friends are on Facebook; advertisers flock to YouTube because that is where
the audience is largest. This has a snowball effect, such that the larger a network or platform becomes,
the more reliant people become on it, and the more entrenched its position – making it harder for
users to leave the platform or for competitors to establish an alternative.

The business model’s extraction and analysis of data also results in specific data-driven network
effects. The accumulation of greater amounts of data enables a company to be better able to
train the machine learning models and algorithms which produce behavioural predictions. In turn,
these predictive functions are deployed to keep people on the platform, generating further data and
maintaining control over data flows. Better predictive functions also lead to greater advertising revenue,
enhancing the value of the platform and the company’s power in the market.

This system of feedback loops, combined with traditional network effects, has been instrumental in
rapidly expanding the scale and impact of the platforms, and thereby concentrating the power of
Google and Facebook over the digital world. As we transition rapidly to a world where the ‘Internet of
Things,’ data analytics and artificial intelligence sit at the heart of the economy, Google and Facebook’s
data vaults and control over the most advanced AI and machine learning technology will further
entrench their position. Already, the machine learning frameworks backed by Google and Facebook –
TensorFlow and PyTorch, respectively – have become the leading tools relied on by AI developers.

The companies have also been able to use their data-driven advantages – and the financial clout that
goes with it – to actively prevent the development of alternative services. They do this in several ways:
by ‘tying’ one service to another, leveraging dominance in one area to try to increase dominance in
another; by downranking the services offered by would-be competitors on their own platforms (in,
e.g., search results); and by stifling companies offering similar or potentially competing services by
either copying them or purchasing the company outright. This pattern has become so well known
that venture capitalists in Silicon Valley describe Google and Facebook as having a “kill zone”: an
economic area in which a competitor cannot take root, and where the only viable business model for a
new market entrant is to be acquired by Google or Facebook.
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233 See, for example: Wired, If you can’t build it, buy it: Google’s biggest acquisitions mapped, September 2017; Billy Gallagher, Copycat: How Facebook Tried to Squash Snapchat, Wired, February 2018; New York Post, Facebook boasted of buying Instagram to kill the competition: sources, February 2019

234 The Economist, American tech giants are making life tough for startups, 2 June 2018
POWER OBTURES CORPORATE ACCOUNTABILITY

The imbalance between the multifaceted power of big technology companies like Google and Facebook, as set out above, and the ability of governments to meaningfully regulate them is a striking example of the “governance gaps” between “the scope and impact of economic forces and actors, and the capacity of societies to manage their adverse consequences”. Such gaps were identified by UN Special Representative on Business and Human Rights John Ruggie as the “root cause” of the global business and human rights challenge created by globalization.235

Google and Facebook’s accumulation of so much detailed data through controlling platforms and services that are deeply embedded in virtually all aspects of modern life has created massive information asymmetries between the companies on the one hand, and governments and internet users on the other. Zuboff states that “private surveillance capital has institutionalized asymmetries of knowledge unlike anything ever seen in human history. They know everything about us; we know almost nothing about them.”236

The speed at which Google and Facebook’s platforms have grown to such a vast scale, operating across borders, has meant that state-based regulation has struggled to keep pace with the companies’ impacts on people’s rights.237 This gap is now publicly acknowledged by senior figures in Silicon Valley. Microsoft CEO Brad Smith stated, “Almost no technology has gone so entirely unregulated, for so long, as digital technology.”238 Mark Zuckerberg has called for “a more active role for governments and regulators”, including in relation to data privacy.239 In 2014, former Google CEO Eric Schmidt and then head of Google Ideas Jared Cohen declared that “the online world is…the world’s largest ungoverned space”.240 Google itself states that it is “axiomatic that international legal frameworks are lagging behind the pace of technological innovation”.241

Although there have been numerous regulatory actions against the big technology companies by data protection, competition and tax authorities worldwide, to date these have largely failed to disrupt the fundamental drivers of the surveillance-based business model.

To give a recent high-profile example, in June 2019, the US Federal Trade Commission (FTC) levied a record $5bn penalty against Facebook and imposed a range of new privacy requirements on the company, following an investigation in the wake of the Cambridge Analytica scandal.242 Although the fine is the largest recorded privacy enforcement action in history, it is still relatively insignificant in comparison to the company’s annual turnover and profits – illustrated by the fact that after the fine was announced, Facebook’s share price went up.243 More importantly, the settlement did not challenge the underlying model of ubiquitous surveillance and behavioural profiling and targeting. As FTC Commissioner Rohit Chopra stated in a dissenting opinion “The settlement imposes no meaningful

236 https://www.democracynow.org/2019/3/1/age_of_surveillance_capitalism_we_thought
238 NPR, Microsoft President: Democracy Is At Stake. Regulate Big Tech, September 2019
239 Mark Zuckerberg, The Internet needs new rules. Let’s start in these four areas, Washington Post, March 2019
241 Google, submission to Office of the United High Commissioner for Human Rights on the right to privacy in the digital age, 2018
243 MIT Technology Review, Facebook is actually worth more thanks to news of the FTC’s $5 billion fine, 15 July 2019
changes to the company’s structure or financial incentives, which led to these violations. Nor does it include any restrictions on the company’s mass surveillance or advertising tactics.”

However, the tide is turning; there is now a growing appetite among both regulators and legislators in multiple jurisdictions to confront the dominant power of Google and Facebook head on, primarily through competition and data protection laws.

Google and Facebook are facing a raft of complaints filed since the EU’s GDPR came into force. The Data Protection Commission in Ireland – where both Google and Facebook have their European headquarters – has multiple ongoing inquiries into both companies, including in relation to behavioural analysis and targeted advertising. In January 2019 France’s data protection watchdog imposed a record fine of 50 million euros on Google over breaches including lack of valid consent regarding ad personalization.

In the USA, Google and Facebook are both facing multiple anti-trust investigations, including by the US Department of Justice, the FTC, the House Judiciary subcommittee, and two separate groups of state attorneys general. Meanwhile, in 2018 California passed the US’s most progressive privacy act to date, the California Consumer Privacy Act (CCPA), giving California residents new rights to find out what personal information companies are collecting and sharing, and to opt-out of the sale of that information.

In September 2019 the EU’s competition commissioner Margrethe Vestager was reappointed with an expanded portfolio over digital policy and regulation, signalling a statement of intent around regulating Big Tech following several significant anti-trust decisions by the Commission against Silicon Valley companies. Beyond the USA and Europe, the Australian competition commission published a major report into addressing the power of Google and Facebook, and competition authorities in four out of the five BRICS countries issued an initial report examining digital markets.

A landmark decision by the German competition authority against Facebook in February 2019 provides an example of how taking a joined-up approach between competition and data protection could challenge the core incentives of the surveillance-based business model. The ruling prohibits Facebook from combining data between its different platforms such as WhatsApp and Instagram without consent, directly challenging the company’s ability to leverage its control over these platforms, however a regional court suspended the decision pending Facebook’s appeal.

244. FTC, Dissenting Statement Of Commissioner Rohit Chopra, In re Facebook, Inc. Commission File No. 1823109, July 24, 2019
246. Commission Nationale de l’Informatique et des Libertés (CNIL), The CNIL’s restricted committee imposes a financial penalty of 50 Million euros against GOOGLE LLC, 21 January 2019. Google has appealed the decision.
247. Marcy Gordon and Matt O’Brien, Associated Press, As feds loom, states hit Facebook, Google with new probes, 6 September 2019, https://www.apnews.com/5d4d10e28b4841c8a3a723095d4c0d16
249. Wall Street Journal, EU Commissioner Who Targeted Tech Giants Gets Second Term, 10 September 2019,
250. For example, the Commission fined Google €4.34 billion fine for illegally using its Android mobile operating system to “cement the dominance of its search engine”, and €1.49 billion over “misuse of its dominant position” in online search advertising. Google has appealed both rulings.
252. Germany’s Federal Cartel Office (Bundeskartellamt), Bundeskartellamt prohibits Facebook from combining user data from different sources: Background Information, 7 February 2019, https://www.bundeskartellamt.de/SharedDocs/Publikation/EN/Pressemitteilungen/2019/07_02_2019_Facebook_FAQs.pdf
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This trend indicates that the era of self-regulation of Big Tech may be coming to an end, and it is highly likely that a combination of enforcement actions and new legislation will lead to substantially greater government oversight of technology companies. These efforts have the potential to ensure Google and Facebook meet their responsibility to respect human rights. But governments must ensure that future regulation of the technology industry is in line with state’s obligation under international law to protect individuals and communities from the harmful activities of corporate actors, including through “effective policies, legislation, regulation and adjudication”.  

### CORPORATE LOBBYING

One of the ways Google and Facebook have sought to weaken regulation is by using their resources for extensive corporate lobbying. It is important to note that the companies lobbying efforts encompass a wide range of other business-related issues and not all of the money that Google and Facebook spend on lobbying has human rights implications. However, the high figures that the companies spend on lobbying serve to illustrate their power and political influence. For example, Google spent over 8 million Euros lobbying the EU in 2018, while Facebook spent over 3.5 million Euros. To put this in perspective, Google spent more money than any other company to lobby the EU that year, followed by Microsoft, Shell and Facebook. Google and Facebook lobbied heavily against Europe’s General Data Protection Regulation (GDPR), which became directly applicable in all EU member states in 2018.

The companies spend even more money lobbying the US Government. The Center for Responsive Politics, a non-partisan non-profit which tracks lobby spend in the US, states that Google spent US$21.2 million lobbying the US Government in 2018 (up 17.6% from the year before), while Facebook spent US$12.6 million (up 9.6% from the year before). Technology companies also fund a wide range of think tanks to bolster their arguments. Tech companies are lobbying both to ward off potential anti-trust actions, as well as to promote potential federal legislation to nullify stronger existing state-level privacy laws. Tech companies have also pushed back strongly against these state level initiatives, including the California Consumer Privacy Act and the Illinois Biometric Information Privacy Act.

Finally, this lobbying isn’t restricted to Europe and the US. According to The Guardian, a leak of Facebook documents earlier this year revealed “a secretive global lobbying operation targeting...”

---

254 UN Guiding Principles on Business and Human Rights, Guiding Principle 1
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OBSTACLES TO REMEDY

The scale of platforms like Google and Facebook also creates some unique obstacles with respect to the ability of individuals to access and obtain effective remedy after suffering adverse human rights impacts linked to the surveillance-based business model. In part, this is due to inherent challenges that algorithmic systems pose to obtaining access to remedy.

A significant issue is lack of enforcement of existing data protection regulation. Even in Europe, where there is a comparatively strong data protection regime, regulators lack resources and expertise to properly investigate and prosecute violations. Furthermore, private actions by individuals are rare because of “a lack of knowledge of rights, complicated procedures, costly cases and little financial benefits from pursuing cases individually”. Globally, there has been an increase in data protection laws, but proper enforcement remains a challenge.

One of the five basic forms of reparation for human rights harms is restitution — meaning restoring the situation to the way it was before the violation occurred. But in the context of corporate surveillance and mass data extraction, restitution may be virtually impossible. The OHCHR makes clear that “The effect of privacy breaches is difficult to undo…The ease of retaining, sharing, repurposing and fusing data and profiles influences the permanence of digital data, meaning an individual may face new and ongoing risks to their rights into the future.”

264. Facebook response, see Annex below.
265. The right to an effective remedy has been recognized under various international and regional human rights treaties and instruments and also as a rule of customary international law. See e.g. Article 8, Universal Declaration of Human Rights; Article 2 (3), International Covenant on Civil and Political Rights; Article 2, International Covenant on Economic, Social and Cultural Rights.
269. OHCHR, Right to Privacy in the Digital Age, A/HRG/39/29, 2018, para 56
Access to information on how a company’s operations impact their rights is vital to enable people to claim their right to an effective remedy in cases of corporate human rights abuse.\textsuperscript{270} However, the asymmetry of information between Google and Facebook and internet users, and the opacity of the processes of how data is collected, processed and shared, means individuals are often unable to even find out details of whether and how their rights have been affected.\textsuperscript{271} An example is the Facebook data that was harvested by Cambridge Analytica: academic David Carroll has spent two years trying to recover his data from Cambridge Analytica but has been unable to do so; if the incident had not been uncovered by investigative journalists, Carroll would not even know his data had been misused.\textsuperscript{272}

The UN Special Rapporteur on Freedom of Expression has highlighted how AI systems in general often interfere with the right to remedy.\textsuperscript{273} There is an inherent challenge around informing, as “individuals are not aware of the scope, extent or even existence of algorithmic systems that are affecting their rights”. This opacity is exacerbated because companies’ algorithms are constantly adapting and changing, such that even the designers of the system may not be able to explain how they reached their outcomes.\textsuperscript{274}

Finally, the inherently collective nature of the algorithmic impacts on the scale of Google and Facebook’s systems presents challenges to pursuing reparations at an individual level. Remedial systems are often not designed to manage impacts of such a large and diffuse scale.\textsuperscript{275} As digital rights and technology experts Lilian Edwards and Michael Veale stress, “data protection remedies are fundamentally based around individual rights…while algorithmic harms typically arise from how systems classify or stigmatise groups.”\textsuperscript{276}

\begin{itemize}
\item \textsuperscript{270}Amnesty International, Injustice Incorporated: Corporate Human Rights Abuses and the Right to Remedy, 2014, p 157
\item \textsuperscript{271}The Human Rights, Big Data and Technology Project, University of Essex, Submission to OHCHR on The Right to Privacy in the Digital Age, 2018, p 8
\item \textsuperscript{272}Wired, One Man’s Obsessive Fight to Reclaim His Cambridge Analytica Data, January 2019, https://www.wired.com/story/one-mans-obsessive-fight-to-reclaim-his-cambridge-analytica-data/
\item \textsuperscript{273}David Kaye, 2018, para 40
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CONCLUSION AND RECOMMENDATIONS

The rise of the surveillance-based business model has resulted in two companies – Google and Facebook – controlling an architecture of surveillance that has no basis for comparison in human history. This system spans entire continents and touches at least a third of the world’s population. In its current form, the surveillance-based business model is incompatible with the right to privacy and poses a serious threat to a range of other human rights.

In practice, the issues set out in this paper go far beyond Google and Facebook. The surveillance-based business model does not only serve the interests of these companies at the very top of the food chain. It has become the core of so many businesses: from the advertisers, to the data brokers, to the start-ups and non-tech companies looking to grow or pivot their businesses to monetize personal data. The model that has been pioneered by Google and Facebook is now the blueprint for the internet, and it is making its way into our homes, workplaces and streets via the ‘Internet of Things’.

And yet, despite what everyday users around the world have been encouraged to believe, the internet does not need to depend on surveillance. The serious abuses or privacy, freedom of expression and other human rights are not inherent in the technology behind the internet, but to the business model that has become dominant. Facebook and Google chose their business model precisely because it was the quickest way for them to grow. Now it is clear their choice is having profound and far reaching consequences for human rights.

The scale and complexity of the human rights harms linked to the surveillance-based business will require a ‘smart mix’ of structural solutions. It will take ongoing investigation, analysis and interdisciplinary thinking from a wide range of actors – technologists, academics, civil society, policy experts and policy makers - to arrive at an appropriate set of solutions. Already there is a significant body of academic research and an active multidisciplinary community working on these questions.

The risks to privacy posed by the business model have long been documented. Twenty years ago, when the foundations of the system were being put in place, privacy advocates warned of the dangers of individualised online profiling and the need for legal safeguards. In 2000, the Director of the Electronic Privacy Information Center, Marc Rotenburg, told the US Senate “We warned [a year ago] that self-regulation would fail to protect privacy and that there would be a public backlash against the company’s plan to profile Internet users.”

277. Marc Rotenburg, On Internet Privacy and Profiling. Testimony to US Senate Commerce Committee, June 2000, https://epic.org/privacy/internet/senate-testimony.html. The company referred to was ad tech company DoubleClick, which was later acquired by Google.
However, there is now a major opportunity to finally tackle the problem. Prevailing public attitudes towards the power of Big Tech in the companies’ largest markets mean it is evident that further government regulation of the industry is on the way. The risk is that any regulation over the internet must be implemented extremely carefully in order not to harm freedom of expression and other rights. As such, it is vital that whatever form a new regulatory regime takes, it is grounded in a human-rights based approach and addresses the inherent impacts of the surveillance-based business model on the right to privacy and other human rights. In the short-term, there is an immediate need to strengthen enforcement of existing regulation in the face of pervasive, widespread and systemic breaches of data protection laws.

Human rights law and standards already clearly sets out the obligations of States and responsibilities of private actors to take immediate and effective action to protect and respect (as relevant) the right to privacy. In 2016, the Human Rights Council set out a range of steps governments should take towards promoting and protecting human rights and fundamental freedoms online, including for states “to adopt, implemet and, where necessary, reform laws, regulations, policies and other measures concerning personal data and privacy protection online”.

No one approach will work on its own. Efforts to set much stricter limits on the tracking and use of personal data won’t be enough if they don’t address the concentration of data – and power – in the hands of Facebook and Google. At the same time, the increasing chorus of politicians, regulators and public intellectuals who propose that Big Tech should be “broken up”, will fail to address the systemic human rights abuses unless they push for measures that holistically tackle the surveillance-based business-model itself.

This report is an effort to introduce a human rights lens into the debate and point to a potential way forward.

**RECOMMENDATIONS FOR STATES**

- Governments must take measures to ensure that access to and use of essential digital services and infrastructure – including those provided by Google and Facebook – are not made conditional on ubiquitous surveillance. This will require enacting and/or enforcing legislation to guarantee people a right ‘not to be tracked’ by advertisers and other third parties.

- As a first step, companies must be prevented from making access to their service conditional on individuals “consenting” to the collection, processing or sharing of their personal data for marketing or advertising.

- Governments must enact and enforce strong data protection laws with human rights at the front and centre, in line with long-established data protection principles. These laws should restrict the amount and scope of personal data that can be collected, strictly limit the purpose for which companies process that data, and ensure inferences about individuals drawn from the collection and processing of personal data are protected. They should further require that companies are clear with users about the purpose of collecting their personal data from the start and that they do not further process it in a way incompatible with this purpose or their responsibility to respect human rights.

- Governments must also ensure that truly independent national data protection regulators have adequate resources and expertise to meaningfully investigate and sanction violations by Google.

---

Facebook and other major technology companies. They must also ensure effective individual and collective redress mechanisms.

- Governments should put in place regulation, in meaningful consultation with independent technical experts and affected groups, to ensure oversight over the design, development and implementation of algorithmic systems to ensure companies are held legally accountable for human rights harms linked to such systems, including negative impacts resulting from the optimization decisions of such systems. This is particularly important for systems of the scale and impact of Google and Facebook’s platforms.

- Governments should legally require technology companies to carry out human rights due diligence to identify and address human rights impacts related to their global operations, including risks and abuses linked to their algorithmic systems or arising from their business model as a whole.

- Governments must adopt internet-related public policies that have the objective of universal access and enjoyment of human rights at their core. This includes measures that disrupt the market and incentives for corporate surveillance-based business models.

- Governments must enact or enforce regulatory frameworks to ensure people are able to practically exercise their right to choose privacy-respecting alternatives to surveillance-based business models. This includes measures to ensure interoperability rather than just data portability so that people can move between services without social detriment, and to lessen network effects.

- Governments must guarantee access to effective remedy for human rights harms linked to the impacts of technology companies, wherever those harms may occur, including harms resulting from the operations of their subsidiaries (foreign or domestic).

- Governments must invest in, encourage and promote the implementation of effective digital educational programmes to ensure that individuals understand their rights, including their right to seek an effective remedy against any data protection, privacy, and other human rights abuses, when accessing digital services.

**RECOMMENDATIONS FOR COMPANIES**

- Google, Facebook and other technology companies that depend on invasive data-driven operations amounting to mass corporate surveillance must find ways to transition to a rights-respecting business model. As a first step, companies must ensure that their human rights due diligence policies and processes address the systemic and widespread human rights impacts of their business models as a whole, in particular the right to privacy, and be transparent about how they identified and addressed these impacts as well as any specific human rights risks or abuses.

- Technology companies must refrain from lobbying for relaxation of data protection and privacy legislation and policies where such a relaxation increases the risk of human rights abuses. In their efforts to respect human rights, companies must not undermine states’ abilities to meet their own human rights obligations.

- Technology companies must take action to remediate any human rights abuses to which they have caused or contributed through their business operations.
Dear Tanya and Joe,

Thank you for the opportunity to respond to the summary of your forthcoming report about human rights and Facebook’s business model. While we appreciate the opportunity to engage with Amnesty International on these important issues, we respectfully disagree with your conclusion that our practices are inconsistent with human rights principles.

Like many other online companies, Facebook is supported through the sale of advertising. This enables billions of people around the world to connect and express themselves, on an unprecedented scale. Amnesty International itself has benefited from this ability to connect: The organization has relied on Facebook ads and other Facebook products to reach supporters, raise money, and advance your mission.

Our business model is what allows us to offer an important service where people can exercise foundational human rights—to have a voice (freedom of expression) and be able to connect (freedom of association and assembly). That’s why we were disappointed to see that Facebook’s clear contributions to human rights (and human rights organizations) are not mentioned in the “summary of analysis” you shared with us. There are countless examples of how people have used Facebook to advance human rights around the world. And, as a company, we’re committed to respecting human rights, including the right to privacy. Our longstanding membership in the Global Network Initiative (GNI)—and our adherence to the governance, privacy, and freedom of expression standards enshrined in the GNI Principles and Implementation Guidelines—reflect this commitment. As you know, these standards are grounded in the UN Guiding Principles for Business and Human Rights (UNGPs), the Universal Declaration of Human Rights (UDHR), and the International Covenant on Civil and Political Rights (ICCPR). We are independently assessed every two years on our implementation of our obligations as a GNI member company.

This is an important moment for human rights at Facebook. We recently updated our staffing and leadership on human rights issues, and have just issued new Community Standards Values that explicitly refer to human rights principles. We’re engaged in multiple, major, human rights impact assessments, and are about to launch one of this decade’s most exciting rights-related experiments, Facebook’s Oversight Board. Accompanied by the recent explicit commitment of our top leadership to freedom of expression, and in the midst of designing a significant new initiative for human rights defenders, you can be confident there is much more rights-related work to come.

It also an important moment for privacy at our company. Our robust privacy review process, which brings together a cross-company group of experts to review new products and privacy-related changes to existing products, is about to become even stronger as we implement our recent settlement with the Federal Trade Commission. The settlement requires an unprecedented level of accountability, imposing controls that have never before been required of a company in our industry.

We appreciate the opportunity to respond to the summary you sent us, but we are deeply concerned that it contains a number of inaccuracies and faulty assumptions, the most serious of which we outline here:

1. **Facebook’s Business Model and “Surveillance.”** Describing Facebook’s business model—which involves selling ads in order to offer services for free—as “surveillance-based” elides the crucial difference between services that people voluntarily sign up to use, and the involuntary government surveillance that defines the arbitrary interference with privacy, home, family, or correspondence envisaged under article 17 of the International Covenant on Civil and Political Rights.

2. **Data Collection.** We do not “collect as much data about people as possible” or infer people’s sexual identity, personality traits or sexual orientation. In fact, we only require...
people to provide their name, age, gender, and contact information when they sign up for Facebook. We do not have access to the contents of anyone’s email.

3. **Non-users.** Like other companies that provide technologies to other websites and apps, we may receive information about non-users when they use those websites and apps. This is part of the basic function of the Internet. We do not use non-user information to build profiles about people.

4. **Interoperability.** Part of our vision for enabling people to message across our apps is making those messages end-to-end encrypted. This means we will collect less data about people -- not more, as the summary suggests.

5. **Social plugins.** We do not store data from social plugins (such as the Like button) in identified form unless that’s necessary for safety, fraud prevention or security.

6. **Free Basics.** The purpose of Free Basics was not to “gain access to new sources of data.” Free Basics does not store information about the things people do or the content they view within any third-party service available through Free Basics.

7. **Engagement.** Our News Feed algorithm is not designed to “maximise engagement.” The goal of News Feed is to connect people with the content that is most interesting and relevant to them. Our focus is on the quality of time spent on Facebook, not the amount.

8. **Discrimination and transparency.** The summary fails to mention the many changes we have made to our ads systems in order to help prevent discrimination -- measures that remain unmatched in the industry. Facebook is far from the only place where advertisers run ads for opportunities like housing, employment and credit and we’ve made fundamental changes for how these ads run on our services. Many of the interest segments mentioned in the summary have also been removed. Transparency is a significant part of how we’re addressing this issue, and we have made it easier to see all the ads running on Facebook, regardless of whether they are shown to you.

9. **App Developers.** The summary similarly fails to mention the work we have done to limit the misuse of people’s information that we saw in the Cambridge Analytica matter. The summary’s suggestion that we recently suspended 10,000 developers because of suspected data misuse is flatly incorrect.

10. **Law enforcement.** Far from “contributing” to unlawful government surveillance, we actively push back against it, scrutinizing every request we receive to ensure it complies with accordance with our terms of service, applicable law, and international human rights standards.

You will note that our processes far exceed the minimum standards set out in the UN’s latest guidance on this issue, *The Right to Privacy in the Digital Age*. We hope these points -- and the additional context below -- will help you revise your arguments on surveillance, privacy, and proportionality as you finish your report.

We fully recognize that Facebook has made mistakes in the past, and are committed to continually improving our services and incorporating feedback from the people who use them. We would welcome the opportunity to engage further with you on your report and the important issues it raises.

Sincerely,

Steve Satterfield
Director, Privacy & Public Policy
Facebook's Business Model and Data Practices

Your summary characterizes Facebook's business model as "surveillance-based." We strongly disagree with this suggestion.

First, it is important to note that no one is obliged to sign up for Facebook. The decision to use our family of apps is entirely voluntary and personal. A person's choice to use Facebook's services, and the way we collect, receive or use data -- all clearly disclosed and acknowledged by users -- cannot meaningfully be likened to the involuntary (and often unlawful) government surveillance and interception of communications defining the kind of arbitrary interference with home, correspondence, or family life envisaged under article 17 of the International Covenant on Civil and Political Rights.

Second, Facebook's business model is not, as your summary suggests, driven by the collection of data about people. Like many other online companies, Facebook is supported through the sale of advertising. As you correctly note, we do not sell data; we sell ads. Doing so allows us to offer a service that enables everyone to exercise foundational human rights—to have a voice (freedom of expression) and be able to connect (freedom of association and assembly).

While using the data we collect and receive is an important part of showing effective ads, it is incorrect to suggest that our business model is driven by the desire to collect "as much data about people as possible." Data collection is not an end in itself for Facebook, but rather is the way we provide relevant and useful services to people and organizations. The only data we require people to provide when signing up for Facebook are the person's name, age, gender, and contact information. We also enable people to express their gender identity in ways that go beyond male and female.

Over time, as people use our products, we may receive additional data (e.g., the Pages a person likes, the posts and ads they click on), and this data helps us provide content and services that are more relevant to them, such as determining which posts and ads appear higher up in their News Feeds.

Your summary misstates the nature of the data we collect and receive from people. We do not read the content of people's emails, nor do we infer people's sexual identity, personality traits or sexual orientation. We also do not use the content of people's messages to other people for ad targeting.

Third, it is vitally important to note the range of controls we give people over the data we collect, store and use. We provide strong controls to allow people to decide what is right for them. This is why we offer tools such as Access Your Information, Ad Preferences and "Why am I seeing this ad?", all of which we are constantly working to improve. We also recently started rolling out a new way for users to view and control off-Facebook activity, and to disconnect this information from their accounts. These tools provide unprecedented levels of transparency and control, and strongly surpass the minimums defined in paragraph 30 the UN's most recent thinking on this topic, The Right to Privacy in the Digital Age. Our steady introduction of privacy-protected tools like these belies the summary's suggestion that "Facebook can afford to abuse privacy." To the contrary, we know that if we do not protect people's data, we will lose their trust.

As noted above, data allows us to make ads more relevant. Not only is this a better experience for people; it also has been crucial for the millions of small businesses who have access to the same powerful tools that large businesses do, allowing them to reach people who are more likely to be interested in their products, services, or causes. The efficiency that data brings to advertising has helped businesses and other organizations around the world to grow and advance important
causes, including freedom of assembly and association; rights to freedom of expression and political participation; and of course, the right to development.

The summary’s suggestion that our goal of making our services more interoperable will enable us to aggregate more data about people is flatly incorrect. As our CEO Mark Zuckerberg explained, our vision for the future operation of our services involves making them end-to-end encrypted — which means we will receive less data about people, not more. End-to-end encryption means that we’ll be unable to access the content of people’s messages for advertising—or for any other reason.

It is also worth noting that, other than for security purposes and guarding against fraud, Facebook no longer stores data from social plugins (such as the Like Button) with user or device identifiers. The limited data that we do keep for security and fraud investigations is stored in separate, access-controlled tables to help ensure that only the relevant security or integrity employees have access to that information. Once the investigation concludes, the data is deleted unless we determine abusive activity has occurred and further action is necessary to protect our products and users.

Although it is correct that we may receive information about people without Facebook accounts when they use a website or app that includes a social plugin (or other Facebook technology), we do not build profiles about non-users.

The report’s characterization of our Free Basics service is inaccurate. The Free Basics privacy statement makes clear that the service is not a “data extraction exercise.” To the contrary, Free Basics safeguards people’s privacy through strong protections. Most importantly, Free Basics does not store information about the things people do or the content they view within any third-party service. Rather, in order to provide access to those services free of data charges, Free Basics temporarily stores only the domains or names of the third-party services visited, after which this information is aggregated or otherwise de-identified. Free Basics continues to be an important tool for bringing more people online and providing a baseline of connectivity for people around the world.

Improving People’s Experiences in News Feed

Amnesty’s executive summary incorrectly suggests that our algorithms are designed to promote sensationalist content because people are more likely to engage with that content. The actual goal of Facebook’s News Feed is to connect people with the content that is most interesting and relevant to them. Our focus is on the quality of time spent on Facebook, not the amount. Because the space in each user’s News Feed is limited, Facebook’s algorithms prioritize posts that are predicted to spark meaningful conversations — including posts from close friends, family, and pages users interact with frequently. This type of content is prioritized over public content, including posts from businesses, brands, and media.

We have also taken steps to reduce the incidence of content that may be engineered to game engagement on Facebook, but that results in a negative or harmful experience for users. For example, we’ve introduced systems to detect and reduce the distribution of content such as engagement bait, hoaxes, fake news, and clickbait. And we have worked very hard, and successfully, to reduce the virality of hate speech and other inflammatory content in many countries at risk of violence.

We also believe in giving users more information about and control over what they see on Facebook, including on News Feed. In March 2019, we announced a new transparency initiative called “Why I am seeing this post?” which gives users access, for the first time ever, to ranking information about each post in their Feed. We also have tools that allow users to further
personalize how they experience News Feed, such as viewing posts in chronological order or choosing to see posts from a particular Page of person at the top of Feed.

**Taking Action to Prevent Discrimination and Improve Transparency**

One of our top priorities is protecting people from discrimination on Facebook. Our advertising policies have long prohibited discrimination, and we require all advertisers globally to certify compliance with our non-discrimination policy in order to run ads on Facebook.

We are now making fundamental changes in how U.S. housing, employment and credit opportunity ads can run on Facebook. We will not allow advertisers to target these ads to people based on age, gender, ZIP code or any interests describing or appearing to relate to protected characteristics. These changes will be fully implemented by the end of 2019; they’re the result of settlement agreements with leading civil rights organizations and ongoing input from civil rights experts. This settlement also included a commitment that we work with the civil rights community and other experts to study the potential for bias in connection with the algorithms we (and others in the industry) use to show people relevant content and ads.

Even before the settlement, we had made changes to the ads system, which advertisers use to select the audience for their ads. We removed thousands of categories from that could potentially relate to protected characteristics. Our review of these audience selection options is continuous and informed by feedback from outside experts.

We are also building a new section of our Ad Library that will give people the ability to search for and view all current housing ads in the U.S. by location chosen by the advertiser, regardless of whether a person is in the intended audience. We’ll introduce similar sections for U.S. employment and credit ads next year.

These transparency efforts build on our efforts referenced in the report to bring greater transparency to political and issue ads on Facebook. Among other things, these efforts are intended to address so-called “dark ads” that you refer to. We continue to work on more ways to provide transparency in this space, and we appreciate the feedback we have received from the organizations cited in your report.

**Addressing Potential Misuse of Facebook Platform Data by Third-Party App Developers**

The Cambridge Analytica matter involved a third-party app developer — Aleksandr Kogan — who violated Facebook’s policies by selling users’ information to a third party, Cambridge Analytica. When we became aware of this issue, we took action quickly to investigate, and we secured sworn certifications from Kogan, Cambridge and others that they had deleted the relevant data. In 2018, reports surfaced that Cambridge may have not, in fact, deleted the data it received from Kogan.

We recognize that Cambridge involved a breach of trust, and we have taken a number of steps to help prevent something like it from happening again. These steps include:

- Reducing the kinds of data that people may share with app developers;
- Preventing apps that a person has not used for more than 90 days from continuing to access a person’s data through Facebook;
- Strengthening our App Review process by requiring more apps to submit to upfront review before being able to ask people to share their data;
- Conducting an investigation of apps that had access to large amounts of user information before we changed our Platform in 2015 to prevent people from sharing their friends’ information with apps; and
• Suspending — and even suing — developers who fail to cooperate with this investigation.

With respect to this investigation, your report states "ten thousand . . . apps were suspended for potentially misusing data." This is incorrect. As we explained in our most recent update on this investigation (which thus far has addressed millions of apps), we have suspended tens of thousands from around 400 developers. Suspension is not necessarily an indication that these apps were posing a threat to people. Many apps were not live but were still in their testing phase when we suspended them. It is not unusual for developers to have multiple test apps that never get rolled out. And in many cases, the developers did not respond to our request for information so we suspended them.

You are correct that carrying out an investigation of this kind is difficult, but it is not accurate to suggest that we do not have sufficient tools at our disposal to identify and take action against developers we have found to have violated our policies. We are committed to taking strong action — including by taking developers to court, as we have done recently.

Finally, our new agreement with the FTC also will bring its own set of requirements for oversight of app developers on our Platform. It will require developers to annually certify compliance with our policies. Any developer that fails to follow these requirements will be held accountable.

Protecting Privacy In Connection with Requests from Law Enforcement

Facebook discloses account records in response to valid legal requests in accordance with our terms of service, applicable law, and international human rights standards. Because we are deeply concerned about protecting our users’ data, we carefully scrutinize every request to ensure it meets those requirements. When we don’t believe those standards have been met, we decline to provide the requested data and, if necessary, challenge the request in court. We’ve done this, for example, when the requesting government exceeded its authorities in making the data request, or we are concerned the request doesn’t comply with international human rights standards.

We openly publish how we enforce our Community Standards, and how we respond to government data requests, in our regular Transparency Reports. They are worth studying.

Engaging With Government Officials on Important Public Policy Issues

As we’ve said in our annual political engagement statement, public policy decisions can have significant implications for the people who use our services and the future direction of our company. Facebook regularly engages with government officials to discuss a range of policy issues as well as share information about our products and services. In doing so, we maintain compliance with all relevant laws and guidelines. All Facebook Personnel, including external consultants, who engage with government officials to discuss policy issues on our behalf receive training on the ethical standards required in all such interactions.
AMNESTY INTERNATIONAL IS A GLOBAL MOVEMENT FOR HUMAN RIGHTS. WHEN INJUSTICE HAPPENS TO ONE PERSON, IT MATTERS TO US ALL.

CONTACT US

info@amnesty.org

+44 (0)20 7413 5500

JOIN THE CONVERSATION

www.facebook.com/AmnestyGlobal

@AmnestyOnline
Google and Facebook help connect the world and provide crucial services to billions. To participate meaningfully in today's economy and society, and to realize their human rights, people rely on access to the internet—and to the tools Google and Facebook offer.

But despite the real value of the services they provide, Google and Facebook’s platforms come at a systemic cost. For people to enjoy their rights online they are forced to submit to being constantly tracked across the web and in the physical world as well, for example, through connected devices. The surveillance-based business model of Facebook and Google is inherently incompatible with the right to privacy and poses a threat to a range of other rights including freedom of opinion and expression, freedom of thought, and the right to equality and non-discrimination.

Governments must take positive steps to reduce the harms of the surveillance-based business model—to adopt digital public policies that have the objective of universal access and enjoyment of human rights at their core, to reduce or eliminate pervasive private surveillance, and to enact structural reforms sufficient to restore confidence and trust in the internet. Google, and Facebook and other technology companies must put an end to ubiquitous surveillance and transition to a rights-respecting business model.