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isations, and through civil society wherever we are present. 
 
ARTICLE 19 
Free Word Centre 
60 Farringdon Road 
London EC1R 3GA UK 
 
E: info@article19.org 
W: www.article19.org 
Tw: @article19org 
Fb: facebook.com/article19org 

 

  



Draft Policy Brief, release planned Q2 of 2021 

   

ARTICLE 19 – Free Word Centre, 60 Farringdon Rd, London EC1R 3GA – www.article19.org – +44 20 7324 2500 
Page 3 of 18 

Table of contents 
 
Table of contents ............................................................................................................................................. 3 

Executive summary ........................................................................................................................................ 4 

Introduction ....................................................................................................................................................... 6 

Applicable International human rights standards ............................................................................. 8 

Guarantees to the right to freedom of expression ......................................................................... 8 

Positive obligations to promote the right to freedom of expression ...................................... 8 

Risks posed by excessive concentration ....................................................................................... 8 

Exposure diversity ................................................................................................................................. 9 

The problem and key concepts ............................................................................................................... 11 

Content curation and moderation ..................................................................................................... 11 

Significant market power ..................................................................................................................... 11 

High concentration, barriers to entry and gatekeeping ........................................................... 12 

A pro-competition regulatory solution ................................................................................................ 14 

The unbundling of hosting and content curation ........................................................................ 14 

Suggestion 1: States should introduce asymmetric regulation that imposes the 
unbundling between hosting and content curation and independent regulatory 
authorities to enforce it. .................................................................................................................... 15 

Suggestion 2: The unbundling should be shaped as a form of functional 
separation ................................................................................................................................................. 15 

Suggestion 3: Independent regulatory authorities should ensure that the 
unbundling rules are implemented taking into account the contractual layer 
and the technical layer ....................................................................................................................... 15 

Endnotes .......................................................................................................................................................... 17 

 

 



Draft Policy Brief, release planned Q2 of 2021 

   

ARTICLE 19 – Free Word Centre, 60 Farringdon Rd, London EC1R 3GA – www.article19.org – +44 20 7324 2500 
Page 4 of 18 

Executive summary 
 
In this policy brief, ARTICLE 19 outlines how open markets and competition can help address 
current freedom of expression challenges in online content curation. ARTICLE 19 hopes to offer 
practical solutions to achieve these objectives by suggesting pro-competitive instruments such as 
the unbundling of the provision of hosting and content curation services.  
 
Social media platforms over recent years have become important actors in the exercise of freedom 
of expression. Their reach and influence in this area is undeniable as they have become sources of 
political and journalistic expression in particular. However, they have mainly focused on users’ 
engagement and collected unprecedented amounts of data. Consequently, their business models 
have contributed to the dissemination of various kinds of problematic content, including ‘hate 
speech’ and forms of ‘disinformation.’ This is why any proposed public policy or regulation of 
social media services must consider the impact it may have on human rights. 
 
In this brief, ARTICLE 19 discusses the risks posed by extreme concentration on social media 
markets and the reduction of exposure diversity on social media platforms. One of the key issues 
remains the excessive market power held by big social media platforms. Acting as gatekeepers, 
they have a direct impact on the dynamic of content’s distribution, and thus on media diversity 
and freedom of expression on social media markets. ARTICLE 19 believes that to fix those 
challenges it is necessary to diminish concentration of power in the market as well as gatekeeping 
powers of large platforms, and to lower barriers to entry for alternative players. These goals might 
be achieved in more than one way; in this policy brief ARTICLE 19 makes a proposal for a specific 
instrument to be used, which has the merit to lead to pro-competition outcomes, while at the same 
time setting the conditions for media diversity and freedom of expression to be better guaranteed 
on the market. 
 
It remains clear that pro-competitive measures to counterweight the power that large social 
media platforms have on the free flow of information in society are only part of the solution. The 
other part is to have content curation services that comply with international human rights 
standards. These two parts are not alternative, but rather complement each other: we need both 
to protect freedom of expression and media diversity on social media markets. 
 
The policy brief is divided into three parts. Firstly, we outline the relevant international human 
rights and freedom of expression standards followed by the key problems and concepts with 
regards to social media markets. Lastly, we propose a pro-competition regulatory solution, rather 
than a control-oriented solution. 
 
 
Key recommendations 
 
 States should put in place measures to counterweight excessive concentration on social 

media markets.  Among the possible measures, we suggest that States introduce asymmetric 
regulation that imposes the unbundling between hosting and content curation with 
independent regulatory authorities to enforce it. 
 

 The unbundling could be shaped as a form of functional separation. 
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 Independent regulatory authorities could ensure that the unbundling rules are implemented 
taking into account the contractual layer and the technical layer. 

 

 



Draft Policy Brief, release planned Q2 of 2021 

   

ARTICLE 19 – Free Word Centre, 60 Farringdon Rd, London EC1R 3GA – www.article19.org – +44 20 7324 2500 
Page 6 of 18 

Introduction 
 
Over the last two decades, social media platforms have been tremendous enablers for exercising 
the right to freedom of expression and information online. At the same time, they have collected 
massive amounts of users’ data, built users’ profiles and drawn them in with targeted advertising. 
By focusing on users’ engagement, social media platforms’ business models have contributed to 
the acceleration of the dissemination of various kinds of problematic content, including ‘hate 
speech’ or various forms of ‘disinformation.’ They have also provided spaces for new forms of 
harassment and intimidation of many users. 
 
Presently, many legislators and regulators are looking for ways to address these problems 
through legislative and regulatory interventions, and it is worrying that some of these 
interventions might do more harm than good to users’ rights and could denature the Internet as 
a free and open space for all. The current proposals either focus on specific types of content (e.g. 
‘hate speech,’ ‘disinformation’ or ‘terrorism’);1 follow the money approach and concentrate on the 
relationships among social media platforms, news producers and advertisers;2  or combine a 
targeted intervention on selected services provided by digital platforms with a broader 
intervention on behaviours put in place by platforms with a certain degree of market power.3 A 
few proposals, though, put forward a more far reaching approach and look at content moderation 
systems, as well as at the market failures in social media markets that heavily amplify the 
challenges we face.4 
 
Many of the regulatory proposals that look at market failures focus on the phenomenon of 
gatekeeping. Gatekeepers control economic actors’ access to the users and are able to raise 
barriers to entry for competitors. As such, they determine the competition dynamics in the online 
market and in the after-markets. Other actors, who want access to the same users, have to accept 
the conditions imposed by those gatekeepers with dominant market positions. Gatekeepers in 
turn deprive users of viable alternatives. Regulatory initiatives in this area totally disregard or 
inefficiently address the fact that gatekeepers on social media markets (i.e. the large social media 
platforms) have also a strong impact on users’ freedom of expression. 
 
ARTICLE 19 is concerned that social media gatekeepers act not only as “economic” gatekeepers, 
but also as “human rights” gatekeepers. They impact how people exercise their rights in the digital 
ecosystem, in particular the right to freedom of expression and information and the right to 
privacy.5 At a community level, social media platforms with high market power can also exert 
decisive influence on public debate, which raises issues in relation to diversity and pluralism in 
the online environment. It is of utmost importance that media freedom and media pluralism are 
guaranteed online as they are offline. 
 
Therefore, we are convinced that to adequately address the current challenges related to content 
curation, one has to look not only at how content curation is or should be provided. Equal attention 
must be devoted to the market power of those providing content curation. It must also address 
how the behaviour of platforms influences the dynamics in the market where this service is 
provided. Addressing content curation and platforms’ behaviour on the market separately will not 
efficiently solve the problems at stake. 
 
ARTICLE 19’s response to this problem is three-fold: 
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 First, we believe in the preservation of intermediary liability and we argue that content 
curation systems should comply with international standards on freedom of expression. We 
address these issues in our comprehensive policies on internet intermediaries 6  and on 
platform regulation.7 
 

 Second, we argue that market failures play a fundamental role in potentially all content 
curation challenges, either as cause or as facilitating factors. These problems are addressed 
in this policy where we offer a regulatory proposal to deal with them, relying on the use of a 
traditional pro-competitive regulatory tool. 

 
 Finally, we believe that there is a problem with the way users are exposed to diversity of 

views and sources online. This is due to recommender systems used by online media outlets 
and social media platforms, and by the commercial relationship between the former and the 
latter. We outline this problem and offer some solutions in another policy paper.8 

 
This policy brief is divided in three parts: 
 
 In the first part, we set out the applicable standards for positive obligations of States to 

promote the right to freedom of expression, particularly as it relates to plurality of sources, 
market concentration and exposure to diversity. 
 

 In the second part, we lay down the key issues that arise in relation to content curation on 
social media platforms, which are worsened by gatekeeping scenarios. 
 

 In the third part, we propose a likely pro-competitive regulatory solution to solve or minimise 
the impact of those issues by addressing the gatekeeping, making recommendations for 
regulators and companies. 
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Applicable International human rights 
standards 
 
Guarantees to the right to freedom of expression 
 
The right to freedom of expression is protected by Article 19 of the Universal Declaration of 
Human Rights (UDHR)9, and given legal force through Article 19 of the International Covenant on 
Civil and Political Rights (ICCPR).10 Similar guarantees to the right to freedom of expression are 
further provided in the regional treaties.11 
 
The scope of the right to freedom of expression is broad. It requires States to guarantee to all 
people the freedom to seek, receive or impart information or ideas of any kind, regardless of 
frontiers, through any media of a person’s choice. In 2011, the UN Human Rights Committee (HR 
Committee), the treaty body monitoring States’ compliance with the ICCPR, clarified that the right 
to freedom of expression applies also to all forms of electronic and Internet-based modes of 
expression.12 Similarly, the four special mandates on freedom of expression highlighted in their 
2011 Joint Declaration on Freedom of Expression and the Internet that regulatory approaches in 
the telecommunications and broadcasting sectors could not simply be transferred to the 
Internet13. In particular, they recommended the adoption of tailored approaches to address illegal 
content online, while pointing out that specific restrictions for material disseminated over the 
Internet were unnecessary.14 
 
 
Positive obligations to promote the right to freedom of expression 
 
Importantly, under international human rights standards, States are under not only a so-called 
‘negative obligation’ to refrain from violating the right to freedom of expression but also a ‘positive 
obligation’ to ensure enjoyment of the right. This means that they must also take active steps to 
create an enabling environment for the enjoyment of the right to freedom of expression.15 This 
includes, for instance, measures preventing the monopolisation or undue media concentration or 
ensuring that minority groups are able to make themselves heard through the media. 
 
 
Risks posed by excessive concentration 
Media concentration can undermine freedom of expression in a variety of ways. A reduced 
number of media owners can result in a reduced diversity of viewpoints being permitted to 
express themselves through the media. In addition, the economies of scale achieved by large 
media conglomerates also mean that smaller outlets have to reduce their expenditures and are no 
longer capable to support investigative journalism. Moreover, advertisers will choose to go with 
the largest media conglomerates, further adding to the predicament of smaller competitors. Big 
players will then face no competition, which in turn could lead to a reduced level of quality and 
innovation, and to higher prices for consumers. 
 
For these reasons, a number of international bodies have long since recognised that the right to 
freedom of expression implies a duty for States to prevent excessive concentration in the media 
sector. Among others, the UN Commission on Human Rights has called on States to: 
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Encourage a diversity of ownership of media and of sources of information, including 
through … effective regulations on undue concentration of ownership of the media in the 
private sector.16 

 
In their 2002 Joint Declaration, the UN, OSCE and OAS special mandates on freedom of expression 
noted that “the threat posed by increasing concentration of ownership of the media and the means 
of communication, in particular to diversity and editorial independence.”17 
 
The duty of States to prevent media concentration is further underlined by a number of 
international instruments. The African Declaration of Principles on Freedom of Expression and 
Access to Information calls on States to adopt effective measures to avoid undue concentration of 
media ownership, although such measures shall not be so stringent that they inhibit the 
development of the media sector as a whole.18 
 
Although Internet intermediaries do not directly affect the plurality of media sources in the sector, 
they have a significant impact in the distribution of content and have the ability to influence the 
public debate. They can also affect the business models of traditional media and put their 
sustainability at risk. Hence, excessive concentration on the social media market (i.e. at the 
content distribution layer) can pose risks to concentration at the creation layer. For these reasons, 
the Council of Europe, in its 2018 Recommendation on media pluralism and transparency of 
media ownership reminded States that they have an obligation to guarantee media pluralism on 
the current media markets, which include internet intermediaries.19  The  Council also reminded 
States that relevant regulation of the media should take into account the adverse impact that the 
possible anti-competitive behaviour of online gatekeepers can have on media pluralism.20 
 
 
Exposure diversity 
Currently, algorithmic based content curation systems impact the diversity of content each user 
is exposed to. For instance, in its report to General Assembly of 2018, the UN Special Rapporteur 
on the promotion and protection of the right to freedom of opinion and expression (Special 
rapporteur on FoE) highlighted that algorithms of social media and search platforms determine 
how widely, when and with which audiences and individuals’ content is shared. He also 
highlighted that “social media newsfeeds display content according to subjective assessments of 
how interesting or engaging content might be to a user; as a result, users might be offered little or 
no exposure to certain type of critical social or political stories and content posted to their 
platforms.”21 
 
Because of the lack of transparency that surrounds the functioning of these systems, users are not 
aware that platforms reduce/limit what they can see. This interferes with their individual agency 
to seek and share ideas and opinions across ideological, political and societal divisions. At societal 
level, the reduction of exposure diversity has an enormous impact on the free flow of information 
and contributes to the polarisation of discourse. To address this challenge, the Special Rapporteur 
on FoE recommended companies to signal to individuals where and when algorithms, and 
artificial intelligence more in general, play a role in displaying or moderating content, and to give 
them the notice necessary to understand and address the impact of artificial intelligence systems 
on the enjoyment of their human rights. 
 
The Council of Europe has also dedicated attention to this phenomenon. The 2018 
Recommendation on media pluralism calls on the Council of Europe Member States to “improve 
the transparency of the processes of online distribution of media content, including automated 
processes, assess the impact of such processes on users’ effective exposure to a broad diversity of 
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media content; seek to improve these distribution processes in order to enhance users’ effective 
exposure to the broadest possible diversity of media content.”22 
 
 



Draft Policy Brief, release planned Q2 of 2021 

   

ARTICLE 19 – Free Word Centre, 60 Farringdon Rd, London EC1R 3GA – www.article19.org – +44 20 7324 2500 
Page 11 of 18 

The problem and key concepts 
 
Content curation and moderation 
 
In this policy, we use the key terms as follows: 
 
 The term content curation is used to describe the process of deciding which content should 

be presented to users (in terms of frequency, order, priority, discoverability and so on), based 
on the business model and design of the platform. Content curation includes the promotion, 
demotion and other forms of ranking content.23 Social media platforms curate content by 
using algorithmic recommendation systems which aim to maximise users’ engagement. 
 

 Content moderation activities refer to the removal or suspension of content, or the 
cancellation or suspension of an account that has been declared illegal by a court or that it is 
not admitted under the platform’s terms of services. Content moderation also includes 
content flagged as illegal or subject to removal notice. 

 
 
Significant market power 
 
It has been repeatedly affirmed that big social media platforms have too much power. Market 
power is traditionally understood as the level of influence that a company has on determining 
market price, or other relevant aspects of a service, either for a specific product or service, or 
generally within its industry or sector.   
 
A number of existing regulatory frameworks deal with companies with market power, and 
attribute it with specific consequences and obligations. When rules are imposed only on players 
with a certain degree of market power, we refer to it as ‘asymmetric regulation.’ 
 
Competition rules refer to the concept of ‘dominance’ to indicate a company with the de facto 
possibility to prevent effective competition on the market and to behave in a manner independent 
of competitors, customers and suppliers. Various thresholds are used to identify the dominant 
position, depending on the specific regulatory framework (for example, US rules define 
dominance in a slightly different way from the EU rules). 
 
The EU electronic communications rules refer to the concept of ‘significant market power.’ A 
company is deemed to have this power if, either individually or jointly with others, it enjoys a 
position equivalent to dominance, namely a position of economic strength affording it the power 
to behave to an appreciable extent independently of competitors, customers and ultimately 
consumers.24 Similar concepts are used by telecoms frameworks around the world. The concept 
of ‘significant media market power’ have also been developed by some scholars, to refer more 
specifically to the dynamics in the media sector.25 
 
When looking at possible rules for internet intermediaries, policy makers, regulators and others 
have suggested various concepts, as well as various thresholds. These include ‘very large online 
platforms’ (defined based on the average monthly users: equal or higher than 45 million in the 
EU);’ 26 ‘gatekeepers’ (defined based on the combination of three quantitative parameters: annual 
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turnover, average market capitalisation, and average monthly users for at least three financial 
years);27 ‘significant market status;’28 or ‘structuring digital platforms.’29 
 
For the purposes of this policy, ARTICLE 19 suggests that in order to assess the degree of market 
power of each platform, the following factors could be considered: (i) the number of the platform’s 
users, (ii) the platform’s annual global turnover and; (iii) the platform’s capacity to play a role in 
access to the market (gatekeeping) or in the functioning of the market (‘regulatory role’).30 In this 
policy, terms ‘large’ social media platforms, or ‘gatekeepers’ refer to those platforms that show a 
certain degree of market power according to those factors, and for this reason, should be subject 
to the asymmetric rules (see below). 
 
 
High concentration, barriers to entry and gatekeeping 
 
Social media markets show high concentration and are dominated by only a few companies.31 
Moreover, social media markets present high barriers to entry and they do not appear easily 
contestable. In other words, it is not easy, for potential competitors, especially local ones, to enter 
the market and challenge the incumbents’ market power. Large social media platforms have 
greater ability than smaller platforms to attract users, because the number of users on a platform 
directly increases the benefits of that platform to the user. This network effect raises significant 
barriers to entry to competitors. 
 
Large platforms also benefit from economies of scale: the incremental cost of a new user is very 
marginal with comparison to the large fixed costs to build the platform. Scope also favours large 
platforms; their presence across a range of services (hosting, instant messaging, etc.) allows them 
to accumulate vast amounts of data from consumers, which competitors without similar scope 
cannot collect. 
 
High concentration and barriers to entry shield large platforms from competition in the market 
and these large platforms are able to act as gatekeepers. As such, they have the capacity to exclude 
rivals or impede entry, they can control access by online advertisers to their users and can control 
access by users to online content via their content curation algorithms. 
 
Social media gatekeepers are able to adopt business models and practices which are not driven 
by demand. They can also lower the quality of the content curation service offered to users 
without suffering any competitive pressure. Users do not have viable alternatives and switching 
costs (among others, the time and efforts needed to switch, as well as the linked loss of contacts, 
connections and the like) are kept artificially high by the platforms. 
 
As a result, existing gatekeeping social media companies manage to dictate content curation rules 
in the market and they also constitute a bottleneck in the distribution of content, greatly affecting 
users’ diversity of exposure. What is distributed by or shared on these few platforms is visible to 
a vast public, while what is not distributed by or shared on these platforms might not be visible to 
the majority of individuals. 
 
The gatekeepers’ key role in distribution is ever more problematic because these large platforms 
decide what to distribute based on a profit maximisation logic. In other words, they promote the 
content that engages users the most, because they can then monetise users’ attention with 
advertisers. Platforms have no incentives to expose users to all content potentially available, but 
only to the tiny portion of it that will keep them more engaged.32 The platforms therefore design 
their content curation activities accordingly.33 As a result, the personalisation of content is not 
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performed based on the criteria such as diversity of content or diversity of sources; instead, the 
end goal of the platforms is the maximisation of engagement and the maximisation of profit. Hence, 
it can be argued that the algorithmic amplification optimised for engagement shrinks users’ 
exposure diversity34 and, at societal level, has a strong impact on the flow of information, being 
potentially capable to influence or dictate the agenda of public debate.35 

To conclude, we argue that high concentration, barriers to entry and gatekeeping positions on 
social media markets are important reasons why large platforms can adopt unsatisfactory content 
curation practices and reduce users’ exposure diversity without facing any significant trade-offs. 
Therefore, to guarantee freedom of expression and exposure diversity on those markets we need 
not only content curation standards based on international human rights, but also measures to 
reduce market concentration, lower barriers to entry and diminish gatekeeping power of social 
media platforms. It is only with the combination of those two lines of interventions that we can 
adequately achieve our goals. 
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A pro-competition regulatory solution 
 
The unbundling of hosting and content curation 
 
As outlined earlier, high concentration in social media markets - coupled with consistent barriers 
to entry for competitors and the gatekeeping role of large platforms - plays a fundamental role in 
the structural competition problems and freedom of expression challenges we need to address in 
those markets. ARTICLE 19’s proposal aims to fix those challenges by diminishing the 
concentration of power in the market and by lowering gatekeeping powers of large platforms and 
barriers to entry for alternative players. There might be various instruments that could be used 
to achieve those objectives. ARTICLE 19 suggests to use the unbundling of hosting and content 
curation activities, for the reasons that are explained in the following paragraphs. 
 
A vast majority of social media platforms provide hosting and curation activities as a ‘bundle.’ This 
means that two services - hosting a profile on the platform (with pictures, videos, and a variety of 
content that one can upload) and content curation - are offered together as one. The bundle has a 
strategic economic value, and it contributes to lock in users, who will not look for the content 
curation service outside of the platform, and to raise barriers to entry to the market for potential 
competitors. 
 
This scenario is undesirable from a number of perspectives, and has an impact on competition, 
innovation, individuals' rights and, to a certain extent, also broader public objectives of media 
diversity. As mentioned earlier, it also results in a number of market failures such as excessive 
concentration in the market, barriers to entry, and other externalities created by the large 
platforms' behaviours that fall on individual users and on society, who pay the costs. In other 
words, by offering both services together, large social media platforms manage to protect 
themselves from competitive pressure and deprive users from alternatives; they are able to hold 
their gatekeeping position safely. This does not need to be the case, and it is not something 
irreversible. 
 
Therefore, ARTICLE 19 proposes to impose, via regulation, the unbundling of hosting and 
content curation on large platforms. Unbundling is a highly pro-competition remedy: it opens 
the market for content curation and relies on competition among players to deliver more choices 
and better-quality services to users. Unbundling is also capable of addressing the market failures 
mentioned above. Furthermore, this regulatory solution is not a novelty in the history of economic 
regulation. On the contrary, it has often been used in network industries, and especially in the 
telecom sector, in order to enhance competition and stimulate market entry. 
 
Unbundling is less invasive or paternalistic than other instruments to address challenges related 
to content curation, such as imposing specific curation policies or establishing ‘must carry’ 
obligations. It interferes with digital platforms' freedom of economic activities only in a limited 
way and it supports long term market driven sustainable outcomes for content curation rather 
than involving top down requirements by a regulator, which is often problematic when it comes 
to freedom of expression and media diversity objectives. Finally, and remarkably, unbundling 
empowers users to make their own choices, rather than imposing strict standards on the market. 
 
Hence, ARTICLE 19 encourages decision makers and regulators to consider the implementation 
of the unbundling of hosting and content curation as a sound and efficient instrument to solve the 
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challenges mentioned above. With regards to the specific features of the suggested regulatory 
solution, we make the following suggestions: 
 
 
Suggestion 1: States should introduce asymmetric regulation that imposes the unbundling 
between hosting and content curation and independent regulatory authorities to enforce 
it. 
 
ARTICLE 19 believes that to address the problems described earlier, regulation is needed, because 
large platforms do not have sufficient incentives to implement the unbundling via self-regulation. 
Therefore, we propose that States should adopt rules that would oblige social media platforms 
with a significant market power to unbundle hosting and content curation activities and allow 
third parties to offer content curation to the platforms’ users. 
 
We suggest these rules should be enforced by independent and accountable authorities, both in 
law and in practice. The rules should contain a definition of the degree of market power that 
triggers the asymmetric obligations, together with the thresholds to identify such market power. 
The independent regulator should be tasked to perform this case-by-case assessment, based on 
the information provided by the platforms and collected on the market. However, the thresholds 
should be described with sufficient legal certainty as to make platforms capable to make a self-
assessment. 
 
For users, the unbundling would mean that when they create or have a profile, for example, on 
Facebook or any other large platform, they would be asked by the latter whether they want the 
content curation service to be provided by Facebook itself, or by other players to be freely selected. 
 
The option to stay with the same platform should be presented as opt-in, rather than opt-out. We 
believe that opt-in default is more pro-competitive and reduces switching costs (and, therefore, it 
also avoids that platforms undermine the effects of the unbundling by making the switching hard 
for users and by nudging them towards a locked-in situation). 
 
 
Suggestion 2: The unbundling should be shaped as a form of functional separation 
 
We recommend a form of functional separation, not a structural one. Indeed, the unbundling rules 
impose large platforms to separate the provision of the hosting service from the provision of 
content curation service. They do not impose to separate the platform’s assets that are used to 
provide one from those that are used to provide the other, for example by imposing to sell one of 
them. In other words, they do not imply a change in the platform’s physical structure or assets. 
 
In addition, we suggest that the platform that provides the hosting should remain free to offer 
content curation too. What changes is that it should keep the two services separate and provide 
competitors the possibility to offer the curation service on its platform as well as allow users to 
freely choose among a variety of content curation providers. 
 
 
Suggestion 3: Independent regulatory authorities should ensure that the unbundling rules 
are implemented taking into account the contractual layer and the technical layer 
 
The unbundling rules should be designed and implemented to address the contractual layer 
(contractual agreements between the platforms with significant market power and the alternative 
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players that provide content curation services to the platforms' users) and the technical layer 
(how to make this technically possible while ensuring data protection, consumer protection and 
security). There might be various ways to do so; to help regulators in their tasks, we made some 
preliminary recommendations: 
 
 For the contractual layer, ARTICLE 19 suggests that platforms provide access to competitors 

based on fair, reasonable, transparent and non-discriminatory grounds. We also suggest 
platforms should not be allowed to change the access conditions unilaterally in a way that 
nullifies competitors’ efforts and investments. 
 

 For the technical layer, ARTICLE 19 believes that an efficient solution is for platforms to open 
their curation Application Programming Interface (API) to potential competitors. As such, the 
efficacy of the unbundling remedy is based on the adoption of interoperability solutions, 
whose details should be defined by the regulator, guided by independent experts with the 
relevant knowledge and in cooperation with the platform in order to deal with the substantial 
information asymmetries in the market. Indeed, as explained by distinguished academic 
experts, various types of interoperability exist, and each of them could best fit different 
situations and needs36. 
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2 For example, in April 2020 the Australian government has instructed the Australian Competition and Consumer 
Commission (ACCC) to develop a mandatory code to address commercial arrangements between digital platforms and 
news media businesses. Among the elements the code will cover include the sharing of data, ranking and display of 
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